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Developing flow and heat transfer in a wavy passage are studied using a numerical

scheme that solves the two-dimensional unsteady flow and energy equations. Calculations

Department of Mechanical

and Industrial Engineering,

University of lllinois at Urbana-Champaign,
1206 W Green Street, Urbana, IL 61801

are presented for a wavy channel consisting of 14 waves. Time-dependent simulations
have been performed for several Reynolds numbers. At low Reynolds numbers, the flow is
steady in the complete channel. As the Reynolds number is progressively increased, the
flow becomes unsteady. As a result of the unsteadiness, there is increased mixing between

the core and the wall fluids, thereby increasing the heat transfer rate. With further
increase in Reynolds number, the flow becomes unsteady at a much earlier spatial

location.

1 Introduction

In a previous numerical study, Wang and Vanka (1995) pre-
sented fully developed flow and heat transfer characteristics for a
spatially periodic converging-diverging passage. The periodic re-
gime represents an infinitely long passage for which the velocity
and temperature profiles entering any wave are the same as the exit
profiles of a previous wave. Thus, the analysis could be restricted
to a single wave. Wang and Vanka (1995) performed several
numerical calculations to study the effect of the inflow Reynolds
number on the transition from a steady flow to an unsteady flow.
The geometry of the wave had the same parameters as that studied
experimentally by Nishimura et al. (1984). Wang and Vanka
(1995) observed that at low Reynolds numbers, the flow consists of
steady, separation bubbles in the top and bottom troughs. As the
Reynolds number is progressively increased, the flow becomes
unsteady, and periodic self-sustained oscillations are generated.
Such unsteadiness results in complex interactions between the core
fluid and the boundary layers formed on the channel walls, thereby
producing increased mixing and near-wall temperature gradients.
The rates of heat transfer are consequently increased by significant
amounts. Typically, increases of a factor of two or three have been
observed both experimentally and through numerical solution of
the governing fluid flow equations.

A detailed review of previous works on wavy channels is given
by Wang and Vanka (1995), and by Stone (1997). A number of
experimental, as well as computational, studies have been previ-
ously reported. Goldstein and Sparrow (1977) were probably the
first to study the local and average heat/mass transfer characteris-
tics for laminar, transitional, and low Reynolds number turbulent
flows in a corrugated wall channel. It was shown experimentally
that, in the laminar regime up to a Reynolds number of 1200, the
transfer coefficients were only moderately larger than those for a
parallel-plate channel. However, for low Reynolds number turbu-
lent flow (Re = 6000-8000), the rates of heat transfer exceeded
those for a straight channel by nearly a factor of three. Their
corrugated channel had only two corrugation cycles, therefore, the
results were influenced by entrance effects. O’Brien and Sparrow
(1982) studied heat transfer characteristics for a fully developed
periodic channel in the turbulent Reynolds number range and
obtained heat transfer enhancement by a factor of 2.5 over a
conventional straight channel, resulting from a highly complex
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flow pattern. Sparrow and Comb (1983) studied the effect of
spacing of the corrugated walls. Ali and Ramadhyani (1992)
conducted an experimental study in corrugated channels of planar
cross-section in steady and transitional Reynolds number regimes.
Flow visualization studies indicated the appearance of longitudinal
vortices, as the Reynolds number was progressively increased.
Furthermore, it was observed that in the transitional regiine, span-
wise vortical structures rolled up from the shear layers at a regular
frequency. These vortical structures transfer the near-wall fluid to
the core region, and enhance the rate of heat transfer. It was
observed that corrugated channels operated at transitional Reyn-
olds numbers provide superior rates of heat transfer.

Flow characteristics in a channel with a symmetric sinusoidal
wavy wall were investigated experimentally by Nishimura et al.
(1984). In the laminar flow regime, the pressure coefficient was
observed to be inversely proportional to the Reynolds number, but
in the transitional and turbulent regimes, it was independent of
Reynolds number. Nishimura et al. (1985) also studied the mass
transfer coefficients for the same channel. For steady flow, no
enhancement in transport properties relative to a plane channel was
observed; however, substantial increase in mass transfer was seen,
once the flow became unsteady. Enhancement in heat and mass
transfer due to pulsatile in-flow in wavy channel geometry has
been studied by a number of researchers (Sobey, 1982; Stephanoff
et al., 1980, 1986; Ralph, 1986 and a few others). However, in the
present study we are concerned with heat transfer and fluid flow
characteristics when the inflow is uniform and steady.

Studies on fully developed flow in periodic converging-
diverging passages with uniform in-flow report a Hopf bifurcation
at Re =~ 130, followed by a series of bifurcations leading to chaos
(Guzmaéan and Amon, 1994; Amon, Guzmén and Morel, 1996). The
flow was observed to be quasi-periodic with up to three funda-
mental frequencies and multiple sub- and super-harmonics in the
Reynolds number range of 130-800. At 850, the flow became
aperiodic with broad band frequency spectra of the velocity sig-
nals. Schatz et al. (1991) introduced periodic disturbances in a
channel by asymmetric placement of cylindrical bodies and ob-
served supercritical transition due to convective instabilities. They
identified a Hopf bifurcation at Reynolds number of 130. Greiner,
Spencer and Fischer (1996) studied a fully developed triangular
grooved channel configuration in a Reynolds number range of
140-2000. They found that, compared to smoothly curved geom-
etry, the triangular grooves cause early unsteadiness and three-
dimensionality in the flow. The spanwise flow turns irregular
around a Reynolds number of 748. There is also related work on
flow through grooved channels with square cross-section (Ghaddar
et al., 1986a, 1986b), communicating channels (Majumdar and
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Amon, 1993), and channels with periodic array of cylinders (Kar-
niadakis et al., 1988). In these geometries as well, improved
mixing is achieved due to unsteady shear layers that interact with
the near-wall fluid.

The present numerical study considers flow and heat transfer in
the developing flow region of a furrowed channel. The Prandtl
number of the fluid is taken to be 0.7. At a Reynolds number less
than the Hopf bifurcation value (~130), the flow in the entire
domain is characterized by vortices in the troughs and a steady
core flow. At a Reynolds number above the Hopf bifurcation point,
flow begins to become unsteady in the downstream sections. As
the Reynolds number is increased, the location of unsteadiness
moves upstream from the exit. Thus, the flow consists of mixed
steady/unsteady regimes with low mixing in the steady regime, and

enhanced mixing in the unsteady flow region. In this study, we

numerically investigate the characteristics of such a developing
flow in a channel with a series of wavy sections. In the present
study, the flow is assumed to be two-dimensional. This is because
three-dimensional computations are much more expensive and at
the Reynolds numbers considered, the major effects of unsteadi-
ness can be captured by two-dimensional simulations. Temporal
development of the flow for a number of Reynolds numbers has
been computed and the corresponding unsteady behavior and
associated heat transfer rates have also been studied.

2 Numerical Procedure

A detailed description of the equations and the numerical pro-
cedure followed in this study is available in Wang and Vanka
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0

Fig. 2 Time signal of u-velocity at Re = 180 in the 14th wavy section

Fig.3 Instantaneous streamline plot in the 13th and 14th wavy sections
at Re = 180

(1995). In the present work an incompressible fluid with constant
physical properties has been considered. The spatial discretization
uses a cell-centered collocated arrangement of velocities (Carte-
sian components) and pressure. The two-dimensional transient
conservation equations are solved on a curvilinear orthogonal grid.
The orthogonal mesh is generated through the solution of a pair of
elliptic partial-differential equations. A pair of boundary values of
x and y is computed from the orthogonality constraint and the
given shape of the boundary. For the entire channel consisting of
fourteen wavy sections, each wavy section is discretized by an
orthogonal mesh. At the two ends, straight sections of lengths each
equal to that of one wavy section are attached.

Numerical integration of the above equations is based on a
two-stage fractional step procedure with backward Euler differ-
encing of the time derivative and Adams-Bashforth explicit dif-
ferencing of the convection terms. Diffusion terms are discretized
with an explicit central difference scheme. The equations are
written in conservative form and due to the differencing schemes
used, an overall second order accuracy is established. The Poisson
equation for pressure is solved using conjugate gradient (CG)
algorithm. Typically, 200 iterations of the CG were necessary to
reduce the residue norms by at least five orders of magnitude.

Nomenclature

C, = pressure coefficient
D, = hydraulic diameter (H;, + Hunw)
h = heat transfer coefficient
H = inter-wall spacing
k = thermal conductivity
Nu = Nusselt number
p = pressure
Pr = Prandtl number
Q = volumetric flow rate per unit width

Il

u = Cartesian velocity component in
the x direction

v = Cartesian velocity component in
the y direction

x = Cartesian coordinate

y = Cartesian coordinate

¢, m = transformed co-ordinates
A = wavelength of the wavy wall
v = kinematic viscosity

Subscripts and Superscripts

avg = spatially averaged quantity
in = inlet condition
m = bulk mean quantity
max = quantity evaluated at maximum
cross section
min = quantity evaluated at minimum
cross section

of the channel - @ = dimensionless temperature n= number of the wavy section
Re = Reynolds number (Q/v) p = density w = wall value
t = time

714 / Vol. 121, DECEMBER 1999
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Fig. 4 Time signals for u-velocity at Re = 300: (a) wavy section 8; (b) wavy section 10; (¢) wavy section 12; (d) wavy section 14

3 Computational Details

In the present study, a long wavy channel consisting of fourteen
wavy sections and a pair of inlet and outlet straight sections has
been considered (Fig. 1(a)). Dimensions of each wavy section of
the passage were chosen to correspond exactly with those used in
the experiments of Nishimura et al. (1984) (Fig. 1(b)). The Reyn-
olds number is defined as

Re _ ulllHl" = g
14 v

where Q is the volume flow rate per unit width of the channel, »
is the fluid viscosity; u;, and H,, are the velocity and height at the
channel inlet respectively. On the channel walls, no-slip and con-
stant temperature are prescribed. At the inlet, uniform axial flow
(with zero cross-flow) and uniform temperature are prescribed.
The dimensionless temperatures at the inlet and on the wall are
unity and zero respectively. A convective outflow condition is used
at the channel exit.

For fully developed flow in the periodic domain, Wang and
Vanka (1995) reported a systematic study on effects of grid
refinement. A wide range of grid sizes were used (64 X 32 to
256 X 128). For steady flow, even the 64 X 32 grid gave good
accuracy compared to other finer grids. However, it was ob-
served that higher grid resolution in the cross-flow direction
was required for the unsteady flow. Present computations are
carried out using the same code as Wang and Vanka (1995).
Considering the much larger size of the computational domain
for the present study on developing flow, an overall 1024 X 64
grid was used which corresponds to 64 X 64 nodes in each
wavy or straight section. A time step of 0.0025 units, which is

Journal of Fluids Engineering

much smaller than the convective and diffusive limits, has been
used for all the simulations.

The initial computation was performed for Re = 120 (<Hopf
bifurcation value, 130). The problem was impulsively started with
a guessed initial condition (¥ = 1.0) everywhere in the domain.

The computation was continued until a stationary state (steady in
this case) was reached. This steady-state field was then used as

Fig.5 Instantaneous streamline plot in the 13th and 14th wavy sections
at Re = 300 (unsteady flow)

Fig.6
Re = 300 (unsteady flow)

Instantaneous isotherm plot in the 13th and 14th wavy sections at

DECEMBER 1999, Vol. 121 / 715
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Re = 300

initial condition for the case of Re = 180. Subsequent calculations
at higher Reynolds numbers were started from the field values
obtained at the lower Reynolds number. In each case, further time
integration was continued for more than 200 non-dimensional time
units. This was much greater than the average time required for a
disturbance to be convected from inlet to the exit. During each
simulation, axial velocity (u#) has been monitored in each wavy
section at points with local co-ordinates of (A/2, 0.75H ,,,). The
surface area averaged pressure coefficient and Nusselt number for
each wavy section are also calculated at each time instant and
further averaged in time.
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Computations were performed on a Silicon Graphics Power
Challenge Array (PCA). The computer code took around 12 CPU
hours for 5000 time steps on the 1024 X 64 grid using four PCA
processors (i.e., 17.5 us/node/time step).

4 Results

Calculations were performed for several Reynolds numbers
from a low value up to 600. Here we present results for Re = 180,
300, 360 and 420. This set provides a representative sampling of
the developing flow in a wavy passage in the regime where
transition to an oscillatory state takes place. Figure 2 shows the
u-velocity time signal in wave 14 for Re = 180. At Re = 180, it
is evident from the time signals that the flow becomes steady
throughout the entire passage immediately after the initial condi-
tions are convected out of the channel. A number of locations
within each cavity of a wavy section were monitored. Flow un-
steadiness is observed to be identical at all the monitoring points
outside the core of the channel. The streamline plot in Fig. 3 shows
single trapped vortices in the cavities and almost perfectly straight
core flow. These are expected patterns for steady flow in a wavy
passage. As a result, the warm core fluid passes straight through
the center of the passage, without significantly mixing with the
cooler fluid near the walls. This shows that when the flow is
steady, only minimal increases in heat transfer rates can be ex-
pected, due to the fact that the cooler fluid becomes isolated in the
large recirculating vortices that fill the two furrows of each wave.

The flow field at Re = 240 is also observed to be steady. The
observed results are not discussed here, as they are very similar to
those at Re = 180. At Re = 300, however, the flow behavior

0.16 T T T T
0.14 b

0.12 ” e
0.10 W n 4
0.06
0.04

0.02

0.00 L L t 1
100 110 120 130 140 150

Fig. 8(b)
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Fig. 8 Time signals for u-veloclty at Re = 360: (a) wavy section 8; (b) wavy section 10; (c) wavy section 12; (d) wavy section 14
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Fig. 9 Time signals for u-velocity at Re = 420: (a) wavy section 8; (b) wavy section 10; (c) wavy section 12; (d) wavy section 14

becomes more interesting. Figure 4 shows signals of u-velocity in
waves 8, 10, 12, and 14. We observe that an interesting pattern
develops at this Reynolds number. We see that for certain periods
of time, the time signal does not fluctuate significantly, and the
flow appears to be steady, leading to flow and temperature profiles
similar to those at Re = 180. However, suddenly, large oscillations
appear in the time signals. The resulting flow pattern contains
multiple vortices and divergent core flow, especiaily in the last two
waves of the passage, as shown in Fig. 5. The temperature profile
in Fig. 6 shows enhanced mixing of the core and near-wall fluids.
This unsteady flow lasts for a certain amount of time, until the
oscillations quickly die out, and the flow becomes steady again.
After awhile, the cycle repeats itself. Thus, beginning eight waves
downstream and continuing at least through the fourteenth wave,
the flow is “intermittently” unsteady. It is unsteady for a certain
period of time, and steady for the rest of the time. It can be also
seen that the time extents over which the flow is unsteady increase
with downstream position. In the fourteenth wave, the flow is
unsteady at all times.

From these results of intermittent unsteadiness, we can compute
a fraction of time the flow is unsteady in each wave. The flow was
considered to be unsteady when the fluctuations were greater than
3-4 percent of the steady value. Figure 7 shows such a percentage
of time at Re = 300, plotted as a function of streamwise location.
It can be seen that the flow is completely steady through the sixth
wave but the percentage of unsteady period increases to 80% by
the 12th wave. This is an interesting phenomenon, as the heat
transfer enhancement is directly related to the unsteadiness and no
enhancement is observed when the flow is steady. Such an inter-
mittent phenomenon was also observed by Greiner et al. (1990) for
flow in a channel with a triangular grooved wall at a comparable

Journal of Fluids Engineering

Reynolds number. Further, the intermittency only existed for a
small range of Reynolds number.

At Re = 360, the flow was observed to be oscillatory, beginning
at the fifth wave. The time signals, shown in Figure 8, do not
display the intermittent behavior seen in the Re = 300 case. As
before, the amplitude of the oscillations increases as the flow
progresses downstream. Through the tenth wave, the oscillations
are fundamentally periodic with a single dominant frequency, but
further downstream, multiple frequencies are present in the sig-
nals. The instantaneous streamlines and isotherms are similar to
those shown in Figures 5 and 6. The Strouhal number correspond-
ing to the dominating frequency (from wave 8 downstream) is
0.433. This compares well with the range of value of 0.428 -0.436
reported by Guzman and Amon (1994) for Re range of 180-750.

Finally, at Re = 420, the flow is unsteady beginning at the third
wave. And once again, the oscillations are completely self-
sustaining downstream of this point with their amplitude increas-
ing as the flow proceeds downstream. The time signals in Fig. 9
exhibit patterns similar to those of the Re = 360 case. The flow is
basically periodic with a single frequency until the eighth wave,
but multiple frequencies exist downstream of this point. As before,
the instantaneous streamline plots (not shown here) exhibit multi-
ple vortices and divergent core flow that result from the unsteady
nature of the flow. This instability is absolute, as it is self-
sustaining, and does not convect out of the flow domain.

The time-averaged values for the pressure coefficient and Nus-
selt number averaged across each wavelength are plotted in Figs.
10 and 11, respectively, as a function of the number of the wave
counted from the inlet, for all four Reynolds numbers investigated.
The local Nusselt number is defined as:

DECEMBER 1999, Vol. 121 / 717
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where, D), = (Hui, + Hyy) is taken to be the hydraulic diameter.
The average Nusselt number over a single wavelength is calculated
by integrating the local values:

J Nu(§)dé

3

Nuavg = (2)

J
C

n

where C, represents the curve length of the nth wave after the inlet
section. The pressure coefficient (C,,,,) is calculated from the
cross-sectional averaged pressure drop across a single wavelength.
Thus,

Pupseam,n ~ P "
(I/Z)Puivyn

where the overbars on the pressure imply averaging over the
cross-sectional area of the flow at the respective locations of the
wave, n. Note that two sets of data are presented for Re = 300.
One set of quantities was tabulated during the time the flow was
steady, and the other set was obtained while it was unsteady. In
Fig. 10 C, 4y, is very low in the first wave of the channel. Because
the boundary layers have developed through the straight section,
the velocity profile entering the first wave is more parabolic than
the flow entering the subsequent waves. By the second wave, the
pressure coefficient has reached a value that remains constant for
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Fig. 11 Time averaged Nusselt nhumber averaged across each wave-
length as a function of location
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Table 1 Location of onset of unsteadiness as a function of
Reynolds number

Reynolds number First wave of unsteadiness

180 >14
240 >14
300 8
360 5
420 3

all downstream waves, as long as the flow is steady. Thus, for
Re = 180, C, ., is basically the same for each wave from wave
2 through the final wave of the passage. As expected in the steady
regime, C,,,, decreases with increase of Reynolds number. For
higher Re, however, there is a noticeable increase in the pressure
coefficient once the flow becomes unsteady.

Figure 11 reveals how unsteady flow in a wavy channel can
enhance heat transfer, while steady flow in the same geometry
produces only minimal increase. For Re = 180, and the steady
case at Re = 300, the Nusselt number remains virtually constant
throughout the passage, beginning at the second wave from the
inlet. The slight increases in the last few waves for the Re = 300
steady case is due to the fact that in these locations, the flow is still
slightly unsteady even during the time when the flow is considered
“steady.” However, the fluctuations are small compared to those
occurring when the flow is fully unsteady. For steady flow at Re =
180 and 300, the values of Nu,,, are not substantially greater than
the Nu = 7.54 value corresponding to a straight channel. When the
flow is unsteady at Re = 300, the Nusselt number increases
significantly starting from the eighth wave, which is the onset
location for unsteady flow. At Re = 360, in the portion of the
passage where the flow is steady, the Nusselt number remains
constant from wave to wave, and is only slightly higher than for
steady flow at Re = 300. However, once the flow becomes
unsteady, beginning around the sixth wave, the value of Nu,,
increases with downstream distance. This rate of increase becomes
larger around the twelfth wave as the oscillations exhibit markedly
increased amplitudes, accompanied by multiple frequencies. By
the end of the wavy passage, the time-averaged Nusselt number is
almost twice as large as the value in the waves near the inlet where
the flow is completely steady. At Re = 420, the Nu variation is
similar to that for Re = 360, but now the unsteadiness is onset in
the third wave. Thus, the Nusselt number increases from wave 4.
The values of Nu,,, are higher throughout the passage, exceeding
a value of 23 by the fourteenth wave. This is in good agreement
with the value obtained by Wang and Vanka (1995) for fully
developed flow in a periodic domain.

Comparing the Nusselt number plot in Fig. 11 with Table 1,
which gives the onset location for each Re examined here, one can
see that the initial increases in Nu,,, coincide exactly with the point
where the flow becomes unsteady.

5 Summary

In this paper, we have presented numerical results on developing
flow and heat transfer characteristics in a furrowed wavy channel.
The wavy passage consisted of 14 waves with one inlet and one
outlet section. The flow was assumed to be two-dimensional, and
the Navier-Stokes equations governing a time-dependent flow
were numerically solved. At low Reynolds numbers, the flow in
the wavy passage is steady, characterized by steady separation
bubbles in the troughs of the waves. However, as the Reynolds
number is increased beyond a modest value, the flow becomes
unsteady, with the rolling up of the shear layers on the channel
walls. When the flow becomes unsteady, there is increased mixing
between the core and near-wall fluids, resulting in enhanced heat
transfer rates and pressure drops. The current simulations have
assumed the flow to be two-dimensional. However, the flow will
indeed become three-dimensional at some of the high Reynolds
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numbers considered here. We are of the opinion that the relative
magnitudes of the three-dimensional effects over and above the
effects of unsteadiness will be small. Nevertheless, such three-
dimensional studies must be considered in future.
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scanning-laser version of high-image-density particle image velocimetry, thereby gener-
ating space-time representations of the flow. Simultaneously, instantaneous surface pres-
sures are acquired. This approach allows the instantaneous velocity and vorticity fields to
be related to the induced loading. The instantaneous structure of vortex systems arising
Sfrom an initially turbulent jet impinging upon an edge and an initially turbulent shear
layer past a cavity are quantitatively characterized for the first time. In addition,
distinctive mechanisms of vortex-wedge and vortex-corner interactions are related to the

occurrence of peak values of instantaneous surface pressure.

Introduction

Rapid development of particle image velocimetry has led to
techniques for imaging instantaneous velocity distributions over an
entire plane of the flow. These approaches are summarized by
Adrian (1991), who addresses the major concepts and parameters
that dictate the effectiveness of particle imaging techniques. Lin
and Rockwell (1994) describe a cinema technique of high-image-
density particle image velocimetry (PIV), which was applied to the
turbulent near-wake of a circular cylinder. The flow speed was
sufficiently high that a framing camera, operating at sixty frames
per second, was required to attain adequate temporal resolution. At
this framing rate, a laser scanning technique, described by Rock-
well et al. (1993), is particularly effective for illumination of the
seeding particles. As demonstrated in the subsequent work of Lin
et al. (1995, 1996), use of this cinema technique, which provides
projections of streamwise vorticity in the near-wake, leads to a
three-dimensional space-time volume representation of the near-
wake of a cylinder. Using an analogous approach, Brede et al.
(1996) demonstrated that pseudo three-dimensional space-time
images of the instantaneous streamwise vorticity, similar to those
of the foregoing, could be obtained from cinema PIV based on a
standard 35 mm motor-drive camera. This simplification was pos-
sible because the flow speed was low, and thereby the character-
istic time scales of the near-wake were relatively long. Further
studies using cinema PIV are described by Oakley et al. (1996) and
Loth and Stedl (1999), who employed an approach similar to that
of Lin and Rockwell (1994) to characterize the turbulent structure
of a planar mixing layer.

A cinema technique of particle image velocimetry provides
knowledge of the space-time evolution of flow patterns over a
given plane in the flow, thereby yielding insight into the physical
origin of unsteadiness of flow-structure interactions. For example,
it is possible to determine the variation of unsteady events that
produce fluctuations of surface pressure or forces on a body such
as a circular cylinder. These characterizations can be linked to
theoretical concepts, in order to provide a means of identifying
contributions of vorticity concentrations to the unsteady forces.
For example, it is known from the theoretical frameworks de-
scribed by Wu (1981) and Lighthill (1986) that the loading on a
body is directly linked to the time rate of change of the vorticity
field surrounding the body, e.g., an airfoil or a circular cylinder. In

' An abbreviated version of this manuscript appears in Proceedings of ASME
Fluids Engineering Division Summer Meeting, June 21-25, 1998, Washington, D.C.;
manuscript number FEDSM 98-5270.
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fact, Lin and Rockwell (1996), Noca et al. (1997), Noca (1997),
and Unal et al. (1997) show how quantitative knowledge of the
flow patterns can lead to approximation of the unsteady forces
acting on a circular cylinder via either vorticity- or momentum-
based formulations.

In contrast to classical bluff-body configurations, very little
effort has been devoted to quantitative imaging of vortex interac-
tions with a sharp leading-edge, such as a wedge or corner, as
reviewed by Rockwell (1998). Typical experimental approaches
have involved smoke or dye visualization leading to qualitative
representations of the complex vortex-edge interactions; in some
cases, time-dependent measurements of the surface pressure or
force have been undertaken. Quantitative characterization, via
laser-Doppler anemometry, of the distortion of vorticity fields
incident upon, and along, surfaces of elliptically-shaped leading-
edges and airfoils are described by Gursul and Rockwell (1990)
and Wilder (1992). A similar approach that characterizes the
incident and shed vorticity from a thin, short plate aligned with the
direction of the flow is described by Swirydczuk et al. (1993). In
all of the foregoing approaches, concepts of phase-referencing/
averaging were employed. The focus herein is on the global
instantaneous features of the flow patterns.

The objectives of the present investigation are two-fold. The
first is to provide full details of a cinema PIV technique integrated
with a pressure measurement technique, with the aim of yielding
direct correlation of instantaneous surface pressure and instanta-
neous patterns of velocity and vorticity. Second, it is intended to
provide the first instantaneous insight, in terms of images of vortex
patterns, for initially-turbulent, impinging shear layers in jet-edge
and cavity configurations; correlation with instantaneous surface
pressures will allow definition of the origin of peak values of the
surface pressure fluctuations.

Experimental System and Techniques

All experiments were performed in one of the large-scale water
channels in the fluid mechanics laboratories at Lehigh University.
These water channels have a settling reservoir, honeycomb-screen
arrangements, and a planar contraction preceding the main test
section of the channel, in order to maintain the turbulence intensity
below 0.1%. The cross-sectional dimensions of the main test
sections are 2 ft X 2 ft for the jet-edge system and 3 ft X 2 ft for
the cavity system. In the following, the essential features of the test
section inserts for the jet-edge and cavity systems are briefly
described.

Jet-Edge System. A planar jet was generated from a channel,
which had a length of 125 inches and a height of 1 in., correspond-
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ing to a channel length to height ratio of 125:1; the channel span
to height ratio was 18:1. It was located in the main test section
described in the foregoing. Boundary layer tripping was employed
at the inlet of the channel. Extensive evaluation of the turbulence
statistics, including the rms values of velocity fluctuation compo-
nents and the Reynolds stresses, showed that the turbulent channel
flow was fully developed at the Reynolds number of interest in this
investigation, Re = 5,472, based on the half-channel height.

Cavity System. The cavity test section, which was inserted
into the main test section of the large-scale water channel, has an
internal width of 18 in. and an overall length of 130 in. It housed
a rectangular cavity 8 in. long and 4 in. deep along its bottom
surface, and was bounded on either side by vertical false walls
extending from the floor of the water channel to a height equal to
the upper edge of the channel test section. This arrangement was
preceded by two sequential contractions that optimize the inlet
flow to the cavity test section. Operation of the system at a
free-stream velocity of U, = 10.5 in/s gave a Reynolds number
based on momentum thickness 0, i.e., Re, = 1,371. Extensive
characterization of the rms velocity fluctuations and the Reynolds
stresses across the boundary layer, using PIV image averaging,
showed excellent agreement with previous documentation.

High-Image-Density PIV Technique. A laser-scanning version
of high-image-density PIV, described in detail by Rockwell et al.
(1993) involved use of a continuous wave Argon-ion laser having
a maximum output of 25 watts. The laser beam was transmitted
through an optical train, then reflected from a multi-faceted (48 or
72) rotating mirror, thereby producing a scanning laser beam at a
frequency that optimizes the distances between particle images for
the PIV technique. The water was seeded with metallic-coated
particles having a diameter of 12 microns.

Cinema PIV images were acquired using two approaches. The
first involves use of a Hulcher cinema camera, framing at rates up
to forty frames per second. Images were recorded on one hundred
foot spools of 35 mm film; special high resolution (300 lines/mm)
film was employed. Alternately, in cases where high temporal
resolution was not essential, a Canon motor-driven system was
employed with high-resolution 35 mm film; the maximum framing
rate attainable was nine frames per second. A central feature of the
high framing rate Hulcher-based camera system employed in this
investigation is its integration with simultaneous acquisition of the
pressure fluctuations on the sharp leading-edge of the jet-edge
system and the impingement corner of the cavity system. In both
cases, high sensitivity PCB pressure transducers were employed at
critical locations along the impingement surface.

An overview of the integrated system is shown in Fig. 1(a). The
jet-edge system is employed for illustration; a very similar tech-
nique is employed for the cavity system. As indicated, the output
from the pressure transducers is transmitted to an A/D converter,
which transforms the analog pressure signals to digitized form in
the central microcomputer. This host computer provides a trigger
signal to the A/D converter, which transforms the analog pressure
signals to digitized form in the central microcomputer. This host
computer provides a trigger signal to the A/D converter and to the
synchronizer. In total, three signals are transmitted from the com-
puter to the synchronizer: the trigger signal; a start mark signal;
and a stop signal. The camera on-off signal is transmitted from the
synchronizer. In addition, a marker signal is also transmitted. The
output from the Hulcher framing camera is a strobe signal, which
passes through a pulsed delay, thereby providing a delayed trigger
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Fig. 1(a) Schematic illustrating overall system for high-image-density
cinema PIV. The illustrated case of jet-edge oscillation represents a
generic example of a vortex-body interaction.
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Fig. 1(b) Time histories of signals illustrated in Fig. 1(a)

signal to the bias mirror controller, which in turn drives the
oscillating bias mirror, employed in front of the camera lens. This
bias mirror provides a constant displacement shift to the entire
particle image pattern, and thereby precludes directional ambiguity
in regions of local instantaneous reverse flow.

The timing of all of the aforementioned signals between the A/D
converter, the computer, the synchronizer, the camera and the bias
mitror controller are shown schematically in Fig. 1(b).

The images of particle patterns obtained using either of the
foregoing cinema techniques were digitized using a Nikon digitiz-
ing system at a resolution of 125 pixels per millimeter. The
velocity field was calculated using a single-frame, cross-
correlation technique. A standard, fifty percent overlap of the
interrogation area was employed. Interrogation windows ranging
from 84 X 84 pixels to 90 X 90 pixels were employed to yield a
given velocity vector. With the range of lens magnification from

Nomenclature
U, = free-stream velocity 8t= time increment M = magnification factor
Re, = Reynolds number based on 0 T = period of oscillation A/D = analog to digital
0 = momentum thickness U= time-averaged maximum (centerline)

velocity
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M = 1:7.75 to 1:5.78, this yielded effective grid sizes A in the
plane of the laser sheet ranging from 1.92 to 2.79 mm. The seeding
density was sufficiently high that the high-image-density criterion
was satisfied for the sizes of interrogation windows employed
herein. Typically, a total of approximately 60 particle images were
contained within each interrogation window. This number of par-
ticle images well exceeds the dimensionless criterion for high
image density (Adrian, 1991); moreover, it optimizes the sharp-
ness of correlation peaks.

Cinema Imaging of Jet-Edge Oscillations

Representative excerpts from the cinema sequence of the jet-
edge oscillation are illustrated in the form of velocity and vorticity
fields in Figs. 2(a) and 2(b). In this case, the framing rate of the
image acquisition was forty frames per second, corresponding to a
time resolution between images of 8#/7T = 0.03, in which T is the
period of the jet oscillation. This sequence of images corresponds
to the occurrence of maximum-negative pressure p, on the upper
surface and maximum-positive pressure p, on the lower surface of
the impingement edge. In image 171 of Fig. 2(a), large-scale swirl
patterns of velocity vectors are evident on the lower side of the jet
at a streamwise position upstream of the impingement edge, and on
the upper side of the jet at a location directly above the impinge-
ment edge. Temporal development of these swirl patterns in im-
ages 172 through 174 shows their downstream progression. Simul-
taneously, the central portion of the jet impinges upon the tip of the
leading-edge in image 171, and deflects downwards in subsequent
images through image 174. Close inspection of the patterns of
velocity vectors at the edges of the jet, especially in the vicinity of
the nozzle exit, indicates small-scale, nevertheless periodic, irreg-
ularities, which suggest the existence of small-scale concentrations
of vorticity.

Indeed, as shown in the corresponding patterns of instantaneous
vorticity in Fig. 2(b), ordered patterns of small-scale vorticity are
evident in the shear layers emanating from the channel exit. Their
identity is preserved along the entire extent of the jet. Moreover,
large-scale clusters of vorticity are evident, approximately in ac-
cord with the location of the large-scale swirl patterns of velocity
vectors shown in Fig. 2(a). These large-scale structures are com-
prised of the small-scale concentrations of vorticity evident imme-
diately downstream of the channel exit. With increasing time,
corresponding to the development of the flow in images 171
through 174, the large-scale cluster of negative (dashed line)
vorticity on the lower side of the jet moves downstream beneath
the impingement edge. Simultaneously, the positive cluster of
vorticity above the impingement edge is severed from the positive
layer of vorticity on the upper side of the jet.

Figure 3 shows an excerpt from another portion of the oscilla-
tion cycle. It compares: the instantaneous vorticity (top image); the
velocity field in the laboratory reference frame (middle image);
and the velocity field in a frame moving at 0.5 U, (bottom image),
where U, is the averaged centerline velocity at the nozzle exit. The
instantaneous pressure signals at this instant are indicated by the
solid dots. In addition, the locations of the pressure taps on the
impingement edge are designated. It is evident that, at this instant,
the pressure on the top surface is at its maximum-negative value,
while that on the bottom surface is maximum-positive. This
maximum-negative pressure on the top surface of the edge corre-
sponds to passage of the large-scale concentration of vorticity and
deflection of the upstream region of the vorticity layer immediately
beneath the tip of the edge. The corresponding distributions of
instantaneous velocity in the laboratory and moving reference
frames show indications of the small-scale concentrations of vor-
ticity in the region immediately downstream of the channel exit.

Cinema Imaging of Cavity Oscillations

Instantaneous patterns of velocity in the laboratory frame and
the corresponding instantaneous distribution of vorticity are given

722 / Vol. 121, DECEMBER 1999

Image 171 173

172 174

Fig. 2(a) Excerpts from a highly time-resolved cinema sequence of a
jet-edge oscillation showing the instantaneous velocity field leading to
occurrence of maximum negative pressure p, on the upper surface and
maximum positive pressure p, on the lower surface of the edge. Time
resolution between images is 8t/T = 0.03, in which T is the period of the
jet oscillation. Fully developed turbulent flow exists at the exit of the
channel, from which the jet is formed.

Image 171 173

172 174

Fig. 2(b) Same as Fig. 2(a), except patterns of instantaneous positive
(red) and negative (yellow) vorticity are shown Minimum and incremen-
tal values of vorticity are wmi, = 10 sec™ and Aw =58~

in Fig. 4(a) for the case of self-excited oscillations arising from
turbulent inflow past a cavity. The pattern of instantaneous veloc-
ity vectors shows a jet-like flow, oriented in the upward direction
immediately upstream of the corner of the cavity. In the corre-
sponding distribution of instantaneous vorticity, this region repre-
sents a large-scale concentration of vorticity that has been distorted
by its impingement upon the corner and is moving up and out of
the cavity. At this instant, maximum-negative pressure occurs at
the cavity corner, as indicated by the dot on the instantaneous
pressure trace shown in the inset.

Upstream of this large-scale concentration of vorticity at the
corner, a number of small-scale concentrations are evident. These
small-scale concentrations are also suggested by the local swirl
patterns of velocity vectors in the top velocity image. Within the
cavity, the vorticity patterns show very little, if any, indication of
pronounced vorticity concentrations, suggesting that the recircula-
tion region is nearly vorticity free. In contrast, the pattern of
velocity vectors shows a very large-scale swirl emanating from the
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Fig. 3 Comparison of vorticity, velocity in the laboratory frame and
velocity in a frame moving at 0.50 U,, excerpted from cinema sequence
of the jet-edge oscilation. Minimum and incremental values of vorticity
are wqn = 10 s7' and Aw = 5 s™'. Also shown are the instantaneous
pressure signals on the upper and lower surfaces of the edge. The
instant corresponding to this set of images is indicated by the solid
circle.

“

corner region of the cavity; it progresses along the vertical, then
horizontal walls, of the cavity, and finally feeds back to and
modulates the sensitive region of the cavity shear layer immedi-
ately downstream of separation.

The detailed structure of the velocity field along the mouth of
the cavity, extending from the leading- to the trailing-corner, is
indicated in Fig. 4(b). The three images of velocity correspond
respectively to reference frames moving at 0, 0.25 and 0.50 U., in
which U. is the freestream velocity. The small-scale vortical
structures, in the initially-developing region of the shear layer
downstream of the leading-corner, are particularly evident in the
moving reference frames. Moreover, the vortical, or swirl nature of
the large-scale concentration of vorticity immediately upstream of
the corner, already shown in the pattern of large-scale vorticity in
Fig. 4(a), is represented as a large-scale swirl pattern of velocity
vectors in the pattern of velocity in the frame at 0.5 U.,.

Concluding Remarks

A cinema version of high-image-density particle image ve-
locimetry, integrated with a technique for measuring unsteady
surface pressure, is described in detail. This approach allows
acquisition of a series of instantaneous images, adequately
resolved in time, to provide insight into the origin of the
instantaneous surface pressure on an impingement edge or
corner. It is demonstrated that organized, large-scale vortical
structures can emerge from an initially turbulent shear flow in
presence of upstream influence arising from impingement upon

Journal of Fluids Engineering

a wedge or corner. In addition, it is possible to define the
mechanisms giving rise to peak values of surface pressure
fluctuations. They are distinctly different for jet-edge and shear
layer-corner interactions. For the former, a combination of
passage of a large-scale cluster of vorticity, in conjunction with

Fig. 4(a) Instantaneous distributions of velocity and vorticity during
cavity oscillation in a mode corresponding approximately to the subhar-
monic frequency /2 of the most amplified component g of the cavity
shear layer. At the instant shown, the pressure at the corner has its
maximum negative value. Minimum and incremental values of vorticity is
omn =108 and Aw = 587",

Fig. 4(b) Instantaneous distributions of velocity and vorticity during
cavity oscillation in a mode corresponding approximately to the subhar-
monic frequency p/2 of the most amplified frequency B of the cavity
shear layer. At the instant shown, the instantaneous pressure at the
corner has its maximum negative value. The velocity field is shown in
reference frames moving at 0.25 and 0.50 U., in which U, is the
freestream velocity. These images correspond to Fig. 4(a).
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transverse deflection of the jet toward the opposite side of the
edge, induces a negative spike of the instantaneous pressure. On
the other hand, for the latter, coincidence of the approximate
center of a large-scale concentration of vorticity with the im-
pingement corner of the cavity, while the shear layer deflects

away from the corner, induces the negative spike. For both the -

jet-edge and cavity configurations, the flow conditions and
geometry lead to generation of single, large-scale clusters of
vorticity that interact with the edge or corner. It is possible,
however, that for longer geometries, multiple, rather than sin-
gle, vortical structures may evolve. As a consequence, the
interrelationship between incident patterns of vorticity and in-
duced surface pressure may become more complex.

Another issue concerns the degree of repetitiveness and statis-
tical significance of the vortex-edge/corner interactions in relation
to the surface pressure signatures. Whereas the jet-edge system
exhibited highly repetitive vortex formation and pressure signa-
tures, those of the cavity system were modulated, yet organized.
The instantaneous relationships between distortions of concentra-
tions of vorticity incident upon an edge or corner and the induced
surface pressure are addressed using theoretical/numerical con-
cepts and qualitative flow visualization in the works summarized
by Rockwell (1983). The present observations based on quantita-
tive visualization are in accord with these investigations. Among
the possibilities for further characterizing the statistical signifi-
cance of the instantaneous vortical structures is determination of
the conditional average using linear stochastic estimation, as sug-
gested by a referee. This approach, as well as others that exploit
the space-time features of the cinema images, are currently under
consideration.
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1 Introduction

Owing to the increase in the turbine inlet temperature of gas
turbine engines, there is an urgent need today to obtain a higher
efficiency in the engines of aircraft, ships, and many other indus-
trial applications. Parallel with the evolution of metal working at
high temperatures, several methods of cooling rotor blades have
been tried and developed. Cooled blades are widely used in mod-
ern engines. Radial channel cooling is a commonly used method.
These channels are often designed with two artificially roughened
and two smooth walls, and the designer must know the heat
transfer coefficient on each of the walls in order to predict the
turbine airfoil’s life correctly. Naturally, it is also necessary to
know the pressure loss for such a channel. Highly sophisticated
cooling techniques such as augmented internal convective cooling
have been employed for turbine blades in order to maintain ac-
ceptable safety requirements under extreme operating conditions.
However, it is important to understand the effect of blade rotation
on local heat transfer coefficient distribution inside the serpentine
coolant passages and the surface heating conditions. Furthermore,
rotation of turbine blade cooling passages gives rise to Coriolis and
buoyancy (centrifugal buoyancy) forces that can significantly alter
the local heat transfer in the inward coolant passage from the
development of cross stream (Coriolis), as well as radial (buoyant)
secondary flows. Consequently, the flow, in these rotating passages
is quite different as compared to that in stationary channels. It is
therefore recognized that comprehensive data as well as accurate
methods for predicting flow and heat transfer are important.

1.1 The Problem Setup. The present work conducts an ex-
perimental study of turbulent flow in a rotating two pass duct of
square cross section. The problem schematics are shown in Fig. 1.
The axis of rotation is normal to the axis of the duct and the flow
is radially outward/inward. The duct walls are isothermal.

1.2 Motivation (Prakash and Zerkle, 1992). As stated ear-
lier, effective turbine blade internal cooling is necessary to en-
hance the efficiency of advanced aircraft engines. In general, film
cooling is imposed on the external surface of the blades, while
forced-convection cooling is used inside the blades by means of a
cooling passage which is also shown in Fig. 1. The internal cooling
passages are connected at the ends, which lead to a serpentine flow
path consisting of alternate channels of radial outflow and inflow.
To promote turbulence and enhance heat transfer, ribbed type
turbulators are frequently used on the walls of internal passages. In
addition, since the turbine undergoes high rotation, the flow in the
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a rotating 2 pass channel of square cross section. The axis of rotation is normal to the axis
of the duct, and the flow is radially outward/inward. The duct is of finite length and the
walls are isothermal. Smooth channels are experimentally conducted with rotational
speeds of 100, 200, and 300 rpm with Rey = 5000 and 10,000. The main features of the
flow, flow separation and mean velocity as well as turbulent intensity at particular
location along the downstream are presented. The measured flow field is found to be quite
complex, consisting of secondary cross-stream and radially outward flows due to the
Coriolis effects and centrifugal forces.

internal blade cooling passage is strongly affected by the Coriolis -
and centrifugal forces. Consequently, the flow in these rotating
passages is quite different and complex as compared to that in
stationary ducts which are usually used as a stator.

Obviously, a comprehensive data base, and accurate methods
(e.g., LDV, nonintrusive) for measuring flow in rotating ducts are
essentially necessary for turbine cooling design.

1.3 General Physical Feature of the Problem. Flow in a
radially rotating duct is characterized by the following physical
features:

(a) Coriolis forces produce a secondary flow in the cross
stream plane, which alters the distribution of the radial velocity.
Consequently, the friction at the walls is modified as compared to
a stationary channel. For radial outward (inward) flow in a square
duct, the Coriolis force leads to two symmetric cross-stream vor-
tices, which are directed from the leading (trailing) to the trailing
(leading) face near the center and vice versa near the side walls.
Since such a crossflow transports high momentum fluid from the
center to the trailing (leading) face, the wall friction increases over
the trailing (leading) face and decreases over the leading (trailing)
face. However, since the present experiments are operated adia-
batically, the centrifugal force only affects the pressure.

(b) Rotation modifies the turbulent characteristic of the flow
by two major factors (i) The Coriolis generated secondary flow
field significantly alters the generation and distribution of turbulent
kinetic energy, (ii) The Coriolis force influences the basic stability
of the turbulent boundary layers. Therefore, for square ducts,
turbulence is suppressed.

1.4 Previous Studies. A number of investigators have stud-
ied the phenomena of the Coriolis force induced secondary flow.
These include the analytical works by Hart (1971), Moore (1967),
and Rothe and Johnston (1979), and the experimental works by
Wagner and Velkoff (1972), Johnston et al. (1972). They all came
to the same conclusion that, when a channel is being rotated, there
would be strong secondary flows and have identified aspects of
flow stability that produce streamwise-~oriented vortex-like struc-
tures in the flow of rotating radial passage. However, the effect of
centrifugal buoyancy force seems never mentioned until the report
from Morris and Ayhan (1979, 1982). Based on their results, the
buoyancy force would make a significant change in heat transfer
and strongly depend on the flow direction (radially inward or
radially outward flow).

Meanwhile, studies of the combined effects of Coriolis and buoy-
ancy forces in smooth rotating channels started to emerge by such
investigators as Mori et al. (1971), Johnson (1978), Morris and Ayhan
(1979), Lokai and Gunchenko (1979), Morris and Ayhan (1982),
Clifford et al. (1984), Iskakov and Trushin (1983), and Guidez (1989)
etc. Several of them found that the combined effects would increase
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the heat transfer coefficient, but others found the opposite results. This
may be caused by the different experimental techniques used and
different test conditions. These differences have been further con-
firmed by Wagner et al. (1992). They experimentally determined the
influences of heat transfer in rotating multipass by the buoyancy and
Coriolis forces. It was found that, for radially outward flow, the heat
transfer coefficient on the trailing wall increases with the rotating
speed. On the other hand, it decreases with rotating speed on the
leading surface. During their experiments, the angle of attack of the
ribs was 90 degrees. Later, they did the same experiments but with the
angle of attack of 45 degrees. The same results were found except for
smaller buoyancy effects. For velocity measurements, it seems there
are only a few papers related to this topic. Several papers were found
which are Guidez (1989) and, for numerical study, Prakash and Zerkle
(1992) reported a numerical prediction of turbulent flow and heat
transfer in a radially rotating square duct. Hsieh et al. (1994) presented
a 3-D laminar forced convection in a rotating duct with a rib on
leading wall. Recently, Dutta et al. (1996) numerically studied turbu-
lent heat transfer in rotating smooth square ducts. Cheah et al. (1996)
experimentally studied the flow development through rotating
U-ducts using LDV to measure the mean and fluctuating flow field. It
is found that the stationary U-bend flow is dominated by the entry and
exit plane streamwise pressure gradients. Rotation is found to exert a
strong influence in the development of the mean and also the fluctu-
ation motion. Table 1 summarizes the relevant studies regarding the
present study.

1.5 Scope and Objectives. This paper is a continuation of
work by Hsieh and Hong (1995) on a single passage with isoflux

heating and Hsieh et al. (1997) in two pass rib channel with uneven
heat flux. The test section is expanded to two passages compared
to Hsieh and Hong (1995) on flow characteristics. The objectives
for the study are further examination of Coriolis and centrifugal
forces induced by inward and outward flow using LDV techniques
for the mean velocity as well as turbulent intensity distribution
during the rotation in smooth channel.

It is hoped that after LDV velocity measurements and analysis
one may get more clear picture regarding flow phenomena than
before. The main controlled parameters are rotational Reynolds
number and channel flow Reynolds number.

2 Experimental Apparatus and Procedure

2.1 Rotating Facility. The present test facility initially was
followed by Hsieh and Hong (1995) with a slight modification in
flow passage. It is almost the same as that of Hsieh et al. (1996)
and the extension for LDV measurements. It was comprised of a
blower, a motor, a heat source, two slip ring assemblies, a LDV
and a datalogger which are shown in Fig. 2.

Experimental data were taken on the leading and trailing surface
of the test section in both rotating and stationary channels. Rota-
tional speeds of 100, 200, and 300 rpm and the corresponding
Req, = 267, 534, and 801 were set either in the counterclockwise
or clockwise direction. The test channel geometry and operating
conditions for velocity measurements are listed in Table 2. Figure
2 illustrates a stereographic view of the present experimental setup
schematic.

Nomenclature
AR = aspect ratio, H/W u = streamwise velocity Superscript
D, = hydraulic diameter, 2WH/(W + Umx = Maximum streamwise mean , .
: = fluctuation
H) velocity ~ di .
H = height of channel 1o = inlet mean velocity = dimensionless

L = test channel length v =

R = mean rotation radius W=
Re;, = Reynolds number, UD /v X, ¥, 2 = x, y and z ordinate
Re,, = rotation Reynolds number, (1D }/v
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transverse velocity
width of channel

model orientation

+
B
A = wavelength

6 = intersection angle of laser beams
¢ = stream function

Q) = rotational speed
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Table 1

Relevant data for experimental investigations on rotating cooling channels

Investigators Physical Boundary | Rotation Reynolds Smooth/Roughened Developing/ Parameters Flow Local/Mean
Geometry Condition Numlig Number Channel Eully Developed | _Investigated Direction Nu
Guidez Triangular Duct UHF 0<Ros0.2 15,000 { Smooth Channel{two D/FD Re,Ro,Ra and | Radlallylnward/ Local
{1989) 50,000 | pass/horizontally velocity Qutward Flow
rotating) distributlon
Wagner et al. Square Duct UuwTr 0<Ros048 12,500 | Smooth Channel{single FD Re,Ro,4p / p Radially Local
(1991a) 50,000 | pass/orthogonally 2 Outward Flow
rotating) R/D,Gr/Re
Wagner et al. Square Duct UWT 0<Ros048 25,000 | Smooth Serpentine D/FD Re,Ro,ap /p | Radlallylnward/ Local
(1991b) Channel(three pass/ 2 QOutward Flow
orthogonally rotating) R/D,Gr/Re
Prakash and Square Duct UWT 0<Ro<0.48 25,000 | Smooth Channel{single FD Re,Ro,4p / p Radially Local
Zerkle {1992) pass/orthogonally and velocity | Outward Flow
rotating) distribution
Wagner et al. Square Duct UWT 0<Ros0:35 25,000 | Roughened Channel D/ED Re,Ro,4p / p Radlallylnward/ Local
{1992) {three pass/ 2 Outward Flow
orthogonally rotating) R/D,Gr/Re
Han and Zhang | Square Duct UwrT 0<Ro<0.352 2,500 | Smooth Channel(single FD Re,Ro,4p / p Radlally Local
(1992) (uneven) 25,000 | pass/horizontally Outward Flow
rotating)
Han et al. Square Duct UWT 0s2R0<0.352 2,500 | Smooth Channel (two D/FD Re,Ro,Ap / p Radiallylnward/ Local
(1993) {uneven) 25,000 | pass/horlzontally Outward Flow
ro(atmg)
Parsons et al. Square Duct UWT 0<Ro<0.352 2,500 | Roughened Channel{two D/FD Re,Ro,4p / p Radlallylnward/ Local
(1994) (uneven) 25,000} pass/horizontally Quiward Flow
/JUHF rotating)
Johnson et al. Square Duct UWT 0<Ro<0.35 25,000 } Smooth(skew) D/FD Re,Ro,4p / p Radiallylnward/ Local
(1994) Serpentine Channel 2 Outward Flow
(orthogonally rotating) R/D,Gr/Re
Hsleh and Hong | Square Duct UHF 0<R0s0.50 5,000 { Roughened Channe! D/FD Re,Ro,Re. Radially Local
(1995) 25,000 | (slngle pass/ S Outward Flow
) orthoponally rotating) Ra,
Parsons et al. Square Duct UWT/UHF | 0<sRo<0.352 2,500 | Roughened Channel{two D/ED Re,Ro,4p /p | Radiallylnward/ Local
(1995) 25,000 | pass/horizontally Outward Flow
rotating)
Zhang et al. Square Duct UWT 0<Ros0.352 2,500 | Roughened Channel(two D/FD Re,Ro,Ap 7 p Radiatlylnward/ Local
(1995) {uneven) 25,000 | pass/horizontally Oulward Flow
/UHF rotating) .
Dutta et al. Square Duct UWT/UHF | 0<Ro<0.24 5,000 | Smooth Channel{single D/FD Re,Ro,4p / p Radiatly Local
{1996) 25,000 | pass/horizontally Outward Flow
rotating)
Hsleh and Liu Rectanguler and UHF 0sRos0.615 5,000 { Roughened Channel D/FD Re,Ro,4p /7 p Radiallylnward/ Local
(1996) Square Duct (uneven) 25,000} {iwo pass/orthogonally Outward Flow (regionally averaged)
rotating)
Cheahi et al. Square Duct UwT -0.25Ro<0.2 100,000{ Smooth Channel {two D/FD Ro and LDV Radlallylnward/ none
(1996) pass/orthogonally velocity Outward Flow
rotatlng) (nonheating)
measurements
Iisieh et al. Square Duct UWT 0sRo<0.4274 5,000 | Roughened Channel D/FD Re,Ro,4p / p Radiallylaward/ Local
{1997) {uneven) 25,000] (two pass/orthogonally and LDV Outward Flow (regionaily averaged)
rotating) veloclty
(nonheating)
measurements
Present Study Square Duct UWT 0<Roz0,160 5,000 Roughened Channel D/FD LDV Radlallylnward/ Local
10,000 (two pass/orthogonally (nonheating) | Outward Flow {regionally averaged)
rotating) measurenients
Note : UHE D uniform heat Nux , UWT 5 uniform wall temperature . and uneven : stands for uneven heat flux, or tempareture,

2.2 LDV Measurements.

M

plastic tube

cable

The present system is a commer-
cial two color, four beam DANTEC fringe-type LDV system,
operated in the backward scatter mode, with the general layout also
shown in Fig. 2 which is similar to that of Hsieh et al. (1997). The
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Fig. 2 Stereographic and side view of the experimental setup schematics
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Table 2 Geometries and operating conditions in the channel

W () H (mm) D;(mm} AR
geometries
20 20 20 !
relevent Rey Req
parameters
5000 -10000 0-801
First pass Second pass U-bend
boundary .
conditions isothermal isothermal isothermal
A
Flow’m Ist pass [
@ ’ HID
—-— U-bond
Flow out 20d pass \1 o section A-A

separation. They are 514.5 nm (green light) and 488.0 nm (blue
light) wavelength beams. These two beams form orthogonal
fringes by means of a standard DANTEC two channel optical train.
These two set of fringes allow the simultaneous measurement of
two orthogonal components. The transverse velocity component is
measured using 488.0 nm beam, while the 514.5 nm beam mea-
sures a streamwise velocity component. A combined counter-type
signal processor (Dantec model 57H00) with functions of counter,
buffer interface and coincidence filter, which is interfaced with a
LEO (Intel-486) PC in the direct access mode, was employed for
data processing. Statistical data were based on a sample size of
320,000 measurements with a sampling frequency of approxi-
mately 400 samples/s, from which the time-averaged values were
determined.

For the present system, the link consisted of four fiber manip-
ulators and four single mode fibers. Each fiber manipulator was
used as a launch unit to couple the beam onto the fiber. The single
mode polarization preserving fiber produced a beam diameter 1.35
mm, and beam divergence angle of 0.5 ~ 0.6 mrad. It was fitted

Table 3 Laser-Doppler velocimeter optical parameter

Laser power 4w
Laser wavelength
green beam 514.5 nm
blue beam 488.0 nm

Beam-diameter at e-2
(major and minor axes of ellipsoid)

green 3.98 mmx0.189 mm

blue 3.98 mmx0.189 mm
Beam half angle

green 2.72°

blue 2.72°
Focal length

green 400 mm

blue 400 mm
Fringe opening

green 5.27um

blue 5.27um
Number of fringes 36

728 / Vol. 121, DECEMBER 1999

with two plugs at each end, which included the microlens for
focusing (at the receiving end) and/or resetting the divergence
angle of the beam (at the probe end).

The selection of seed particles for laser Doppler measurements
represents a compromise between large particles (diameter > 10
wm), which are good light scatterers, and small particles (diame-
ter < 1 pum), which follow the air flow very accurately. A satis-
factory compromise could be obtained by 4-5 um diameter soot
droplets from a straw smoke generator. Since the flow was forced
convection dominated, velocity measurements were made without
heating.

3 Data Reduction and Uncertainty Analysis

The laser-Doppler signal from the photomultiplier was fed to a
signal processor and, then, measured with a frequency counter.
The digital value of the Doppler frequency shift f,,, the character-
istic wavelength of the laser A, and the half-angle between the
beams 6/2 are translated to streamwise u# and transverse v velocity
components, respectively, by the equation

)\ulm va

2 sin (6/2) (0

ul orv=

Once a valid laser velocimeter signal is generated, the test
section angular position is recorded with a shaft encoder. The
encoder divides each revolution into 3600 parts. The two velocity
signal and the shaft position are simultaneously recorded onto
floppy disks by a PC. A typical test had 40 data points in each
measured downstream station. This gives two-dimensional veloc-
ity and angular position data for the measured point, which were
analyzed after the test.

In addition, various sources of uncertainty contribute to the
random and system errors in the mean velocity measurements.
These include index of refraction effects that alter the half-angle
between the beams and the optical probe volume location; velocity
bias, filter bias, and velocity gradient broadening; particle seeding
and particle deposition considerations; finite size of the data sam-
ples; rotating channel wobble and vibrations in rotational speeds of
the channel. The visual optical probe volume positioning uncer-
tainty was kept less than +0.01 mm by the careful determination
of an initial reference location and using stepping motors with
incremental steps equal to 50 pm.

The nonuniform axial deposition of soot droplets on the glass
windows contributed to the random uncertainty of all the velocity
measurements as well as to the symmetric uncertainty of these
measurements made along axial traverses. Of the uncertainties
specifically attributable to the LDA technique, filter bias, velocity
bias, and gradient broadening were carefully examined. Filter bias

Table 4 Maximum possible measurement errors

Quantity Systematic error Random error

X £0.5 mm +0.01 mm
M 0.5 mm +0.01 mm
z 0.5 mm +0.01 mm
u, £2.5% +0.25%

ufu, £9% +8%

u'/u *12% +10%
Q +1 rpm +0.5 rppm
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Fig.3 Verification testing for smooth duct without rotation (Re, = 10000) at z* = 0.5 (uncertainty in W/u, = 0.12,in Q + 0.011,

in x = 0.5 mm)

was avoided. The maximum velocity bias was estimated to be less
than 10 percent but typically, it was about 10 percent. The effect
of gradient broadening seems negligible. As mentioned before, the
small size (4~5 um) of the soot droplets used guaranteed the
tracking of velocity fluctuation higher than 1 kHz to better than 1
percent speed accuracy. Similarly, particle drift velocity due to the
centrifugal force can be shown to be negligibly small. Calculation
of the mean and turbulent intensity results in statistical uncertain-
ties of =12% for mean velocity and =15% for turbulent intensity
at the maximum rotational speed. In this study, channel rotation
was maintained constant to within =0.6%. This had a negligible
effect on the precision of the data. Table 4 summarizes the esti-
mates of maximum inaccuracy (systematic error) and imprecision
(random error) associated with each measurements to take account
finite transit time, mean velocity gradient, and instrument noise
broadening.
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4 Results and Discussion

The forced flow mechanism present in the rotating channel is
mainly by the presence of Coriolis and centrifugal forces. The
parameters apparent for this type of flow in rotating smooth
channels are the flow rates (Re,) and rotational speeds. The time
average, u, circumferential velocity (streamwise/axial direction in
the test channel) was measured along a radial line at midplane
(z = 10 mm) and downstream distance (shown in Fig. 1) at
rotational speeds of 100, 200, and 300 rpm. The temperature of the
air was maintained at 25 = 1°C for all the experiments.

4.1 Qualification Test and Assessment. Verification of the
experimental procedure and its accuracy for the mean velocity
were made for a smooth duct without rotation at various stream-
wise locations, and the results were also compared with the known
one-seventh law for turbulent flow velocity profile. It was found as
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Fig. 4 Streamwise velocity and turbulent intensity distribution at entrance (uncertainty in w/u, +

0.12, in Q # 0.011, in x = 0.5 mm)
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shown in Fig. 3 that the rms deviations over all points were less
than £1.5% and 2% at x/Dy = 14 in the first and second channel,
respectively. To examine the conservation of the mean flow rate,
the mean streamwise velocities were also integrated over each
cross section at specified stations. The results showed that the mass
continuity was valid within 3% in entire two channels. The ratios
of u,../uo for this particular case (Rey; = 10000) downstream of
the first channel and the second channel were found to be about
1.17 and 1.14, respectively. This coincided adequately with the
conventional one-seventh result (=1.233). This good agreement
served to establish the validity of the measurements and data
reduction method, although the present flow seems not fully de-
veloped yet at the end of the first straight channel. However, the
symmetric nature in the mean velocity distribution still holds
except for a short distance shortly after the flow passed through the
U-bend.

4.2 Mean Velocity Distribution. At a given location the
mean velocity profile is predominantly a function of the applied
streamwise pressure and shear stress gradients. In this way the
rotational speed and U-bend directly affects the velocity profile
through the static pressure field, and indirectly through the mod-
ified turbulent structure. Figure 4 indicates that the velocity dis-
tribution as well as the turbulent intensity profiles along vertical

1

duct centerlines at the duct inlet at Re, = 5000 and 10,000,
respectively, for the stationary as well as rotation cases which
demonstrate the degree of uniformity and symmetry produced by
the entry arrangements. The spatial average velocity for the chan-
nel is u, = 3.93 m/s (Re,; = 5000) and 7.36 m/s (Re,, = 10000)
as shown in Figs. 5 and 6, respectively, and this is used as a
reference value for nondimensionalizing the mean velocity data at
subsequent transverse stations. With reference to these figures, the
details of flow development in the present two pass rotating
channel are discussed in the following. The axial velocity profiles
obtained for fourteen downstream stations with rotation show the
distortion in both figures. Generally, the flow pattern with rotation
is skewed continuously from the conventional turbulent velocity
profile. The mean velocity profiles show the presence of a nearly
uniform velocity core region in which the velocity gradient is
small, along the entire length of the duct which isolates the
boundary layers adjacent to the duct wall except for the region in
the U-bend. In spite of this, the flow structure redistributes slightly
with rotation due to Coriolis force. The Coriolis force acts toward
the trailing (leading) wall, while it is in the first (second) channel
as the channel rotates. Since the present flow is isothermal, rota-
tional (centrifugal) buoyancy is not present. The axial velocity
distributions shown in Figs. 5 and 6 are nearly flat (uniform flow)
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Fig. 8 LDV measurements for the streamwise velocity distribution in
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Fig. 7 LDV measurements for the streamwise velocity distribution in
U-bend at Re, = 5000 and z* = 0.5 (uncertainty in wu, + 0.12,in Q =
0.011, in y = 0.5 mm)

especially without rotation. This is because the hydrodynamic
centrifugal force acts toward radially outward direction in both
straight channels which should be balanced by a pressure gradient.
Furthermore, both figures illustrate the developing mean flow
distribution at various streamwise stations for Re, = 5000 and

U,=7.86m/s “ 1

—

10000, respectively under various rotational speeds. A weak de- ©) o o ] -
pendence of velocity profiles on rotating speed was found. How- 25t pass / Rotation
ever, the rotation effect is clearly noted as compared to Fig. 3 -u—T Axls
without rotation. In spite of this, flow separation may not occur in \
the first/second channel. A} ¥/Dy o ~

To quantify flow development and downstream behavior in ‘\:‘"'lmmmqfo'm T & ! §
turbulent flow, velocity measurements were taken for the region of g g 3 23 "
180° U-bend. In Figs. 7 and 8, the streamwise velocity profiles at s ® W}W‘_ Yo
the midplane are shown in the 180 deg U-bend channels for i, y/D, [
Reynolds number of Re, = 5000 and 10,000, respectively. How "u“ueqwgg =0.63 " /
the flow evolves in the streamwise region downstream can be 0‘2
observed. As stated earlier, the flow at the U-bend entry is still o b st %
developing and the boundary layers are thin. These thin boundary °-ZF b, x D o kﬁlﬁeims,,,m,ﬁ 045
layers lead to a nearly uniform flow situation in which the flow is T orerand -0.45 oal]!
seen to accelerate on the trailing wall side, to balance the slower “’"t 0.5 wa |j
flow on the leading wall side as a result of higher pressure there. i .
It is found, also by the Kutta condition that, the separation should ’ . Wjo'gg
occur at the 90 deg sharp corner, although the measurement was s o, L
not easy. As the flow proceeds through the bend, the fluid begins LT
to move faster over the leading wall. According to the present
experiments, at a typical rotational speed (=300 rpm) at Re, = ¥/Du
5000, the flow is reattached on the wall of the second half of the i, /D, '5“““00emewaeqer'O'“
channel at y/D, = —0.27 (—0.09 for Rey; = 10000), which T _n |
creates a recirculating region (the reattachment length = 1.27Dy) vi z 2nd pass
along the wall on the trailing side. This feature is represented by a - o e ] joij" ®
peak velocity at y/D, = 0.81 and negative velocity on the trailing Rotation 9= o~ Flow é

as T @ T

wall just downstream from y/Dy = 0.81. The separated flow at
y/Dy = 0.81 will also cause a flow deflection toward the opposite
side of channel (leading) wall. As a result, the velocity reaches its
peak at the position close to y/Dy = —0.09 for both Rey = 5000
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Fig. 9 Velocity (v component) distribution diagram in U-bend at Rey =
10000 (uncertainty in v/ug = 0.072, in & x 0.011, in y = 0.5 mm)
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and 10000. As the flow proceeds through the bend, the fluid begins
to move faster over the leading wall. The fluid consequently begins
to move across the duct toward trailing wall due to the counter
balance of centrifugal and Coriolis forces with rotation within the
U-bend. Furthermore, the velocity peak in the streamwise direction
increases and is being well displaced toward the leading wall until
y/Dy = —0.09 as the flow proceeds downstream. Thus the
leading wall causes the development of shear layer in such a way
that the shear layer was converged and accelerated. The location of
zero u moves away from the trailing wall before flow reaches the
station at y/Dy = —0.09. The rotation effect was noted at Re, =
5000 based on the onset of flow separated and reattachment. This
is due to the combined influence of the sustained adverse pressure
gradient and 90 deg sharp turn effects on the boundary layer
development, as well as the Coriolis force acting toward the
trailing (leading) wall. However, the third factor due to Coriolis
forces would counter balance the effect due to two former factors.
This situation becomes clearly noted as the rotational speed in-
creases. Because of the development of secondary motions, the
flow has become strongly three-dimensional.

Figure 9 shows the corresponding plot of the v-velocity com-
ponents of the streamwise (axial) flow at different rotational
speeds of 0, 100, 200, and 300 rpm at Rey = 10000, which
provide a picture of the transverse flow development within the
U-bend. The figure again indicates that in rotation, the core flow
shifts toward the trailing side. It is conjectured that higher turbu-
lence near the trailing wall was found. The vortex due to the flow
separation converges fluid from the center of passage to the trailing
wall adjacent to the upstream front corner. The boundary layer
development is influenced by the 180 deg U-turn and rotational
speed, which modify the flows turbulent structure as Re, in-
creases. Inflection points appear in the profiles of the transverse
velocities. The dashed line (e.g., ) = 0 rpm) on Fig. 9, constructed
by joining points where the second derivative is zero, shows the
locus of the curved mixing layer between the recirculating region
and the main stream. It thus approximates the dividing stream line,
which quitely coincided with the results of Fig. 10. It shows the
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mean stream line (calculated by integration of the mean velocity
distribution) plot at Re, = 10,000 at different rotational speeds.
Slight differences in the patterns evolve as the rotational speeds
increase. Again, no matter what the rotational speed is, the sepa-
ration shown in Fig. 10 all uniformly occurred (started) at the 90
deg sharp corner. The size of recirlculation bubble becomes small
as Reg, increases. For instance, in terms of dimensionless reattach-
ment length, y/Dy from 1.63 at ) = 0 rpm decreases to 1.09 at
© = 300 rpm for Re; = 10000. This is because in the down-
stream region the Coriolis force leads to the development of a
secondary motion opposite that caused by the U-bend. This
counter balance becomes bigger as the flow proceeds further and,
consequently, the fluid begins to move across the duct toward the
trailing wall and, in turn, results in a shorter reattachment length to
occur. Basically, there are several competing mechanisms which
affect flow redistribution within the U-bend, namely, Coriolis and
centrifugal forces driven secondary flow, pressure-driven second-
ary flow, stress-driven secondary flow, and growing boundary
layers. At a given location in the U-bend, one or more of these
factors may dominate, complement or counter each other to give
the resultant flow. At the inlet of the U-bend, the pressure-driven
secondary flow is still not large enough, and the nearly uniform
flow as well as Coriolis and centrifugal forces cause the movement
of the fluid towards the trailing wall. It again indicates, as shown
in Fig. 10(a) without rotation, pressure-driven secondary flows are
setup in this U-bend channel because of an imbalance between the
centrifugal force and the spanwise pressure gradient. Fluid from
the leading wall side is transported to the trailing wall side along
the top and bottom walls and, to maintain continuity, a correspond-
ing amount of fluid moves in the reverse direction in the region
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away from the bottom/top walls. Thus the recirculation zone is
generated as shown in Fig. 10(a). This situation would persist as
the rotational speed increases as evidenced by Figs. 10(b)~(d).
However, the recirculation zone becomes smaller as the rotational
speed increases.

4.3 Turbulent Intensity Distribution. The root-mean
squares of the velocity fluctuation measurements in the axial
direction are presented in Figs. 11 and 12 for Re, = 5000 and
10,000, respectively, for the same location as the mean velocity
profiles of Figs. 5 and 6 at y = 1 mm (trailing wall), as well as y =
19 mm (leading wall) and z = 10 mm. The values are normalized
by u, the streamwise time mean velocity. It is expected that the
intensity profiles will decrease slightly as Re,, increases. In spite of
this, the intensity profiles are approximately constant for x/D, =
4(6)-6(10) in the first (second) channel, respectively. The peak
occurs at the entrance of the second channel due to the U-bend and
the exit of the first channel due to the flow deceleration. As the
flow develops downstream, the measurements show, for example,
a gradual and slight increase to a value of 12% at 100 rpm. In the
first channel at Req = 5000 and 10000, the turbulent level along
trailing and leading wall is nearly the same as one would expect
while the channel is stationary. However, after the flow pass
through the U-bend, the situation was changed. Moreover, it is
found that a higher turbulence level along the leading wall and a
corresponding lower value along the trailing wall occur at the same
Reg. The trailing wall turbulence levels are slightly suppressed
(~6~8%) over both channels at Re, = 5000 as compared to
these shown in Fig. 12 at Re,; = 10000. This is perhaps due to the
strong flow acceleration as Re, increases as shown in Fig. 11. The
discrepancies between the rotating channel and stationary cases
seem to have little influence on turbulent intensity. Moreover, the
influences of the Coriolis force of the basic stability of the turbu-
lent boundary layers (i.e. suppressing capability) as stated before
seems not found in the present study. This is perhaps because the
rotational speeds under study are not high enough to observe such
effect.
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10000

5 Conclusions

Flow velocity and turbulent intensity measurements have been
made in a rotating two pass flow channel of square cross section
for Re,, ranged from 267 to 801 at Re, = 5000 and 10,000. The
following specific features are observed.
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(1) No separation is observed in both the first and second
channels except for a certain size pocket of separation on the inner
wall in the U-bend region just immediately after 90 deg sharp turn
at the exit of the first channel. But, nevertheless, the skewed
streamwise velocity profile was still found.

(2) The influence of the U-bend and rotation on the mean
velocity field was apparent throughout the U-bend passage. While,
in the both straight channels, the effect seems not clearly noted.

(3) The separation should occur at the 90 deg sharp corner no
matter whether the channel rotates or not. Secondary flow ob-
served due to Coriolis force in the first (second) channel and
Coriolis as well as centrifugal force in the U-bend are not very
strong. The strength of the vortex would increase (based on | V]
increases as shown in Fig. 10) as Re, increases, while the rotating
effect on the size of separation bubble shows the opposite trend.

It is seen from the present study that rotation can alter the
development of the mean and also fluctuating motion within the
sharp U-bends. This conclusion is consistent with the findings of
Cheah et al. (1996). Further study should include up/downstream
vicinity region of the U-bend.
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The structure of smooth and k-type rough wall turbulent channel flows was examined over
a Reynolds number range of 12,700-55,000 using a few of the most common detection
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averages. When grouping time is used and a threshold-independent range could be found,
all of the above technigues yield approximately the same time between bursts in the major
part of the turbulent flow. In the range of Reynolds numbers studied, the bursting
frequency is best scaled on mixed variables. The conditional averaged patterns give a
representation of the bursting process and show some differences between turbulent flows

which develop on smooth and rough walls, in both inner and outer regions.

1 Introduction

In the last three decades, intensive research on two-dimensional
turbulent flow has led to the recognition of the existence of a
certain order or structure in the turbulent boundary layer (Hussain,
1986). One of the structures consists of streaks of low momentum
fluid which appear randomly in time and space. These streaks lift
away from the wall, oscillate and then suddenly break up with the
ejection of a sizeable quantity of low momentum fluid into the
outer portion of a turbulent wall layer. This sequence of events is
often referred to as the “bursting process” during which 70% of the
total turbulence production takes place. Because of its importance
in the production of turbulent energy, a large number of studies of
the bursting process have been reported. However, there is con-
siderable disagreement concerning the frequency of occurrence
and the scaling of the bursting structure in bounded turbulent shear
flow. Before 1981, the general consensus, e.g., Willmarth (1975)
and Cantwell (1981), was that the average bursting period, regard-
less of its precise definition and determination, was more likely to
scale on outer variables (the channel half-width or pipe radius A
and the centreline velocity U,) than on inner—sometimes wall—
variables (the kinematic viscosity v and the friction velocity u,)
(Willmarth, 1975; Cantwell, 1981). However, several investiga-
tions (Blackwelder and Haritonidis, 1983; Luchik and Tiederman,
1987; Kim and Spalart, 1987; Tiederman, 1989) have suggested
that inner scaling was more appropriate. Alfredsson and Johansson
(1984) found that neither inner nor outer scaling was appropriate
and proposed a mixed scaling (v/u?) and (h/U,) obtained by the
geometric average of the inner and outer scales. This scaling,
defined by V' U,u’/hv, emphasises the likely interaction between
the wall flow and the outer flow. Shah and Antonia (1989) who
made measurements in fully developed turbulent duct and bound-
ary layer flows, showed that at high Reynolds numbers, scaling on
mixed variables provides the best agreement with the data, al-
though scaling on outer variables cannot be ruled out, whereas
measurements on smooth wall turbulent boundary layer performed
by Kaspersen (1996) showed that the average bursting period is
constant when mixed scaling is used. Measurements in rough wall
turbulent boundary layer performed by Antonia and Krogstad
(1993) showed that this average period is independent of the
Reynolds number when it is scaled on outer variables. Clearly,
more investigations are needed to resolve these discrepancies. If
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we assume that the bursts are solely triggered by large scale
motions in the outer region, the outer scaling must be used to make
dimensionless the bursting frequency. Hence, the mean time be-
tween bursts made dimensionless with outer variables must be
independent of the Reynolds-number since the bursting mecha-
nism is supposed to be outer-layer dominated. It is shown in the
present study that the bursting period is Reynolds-number depen-
dent when outer scaling is used. For the same reasons, inner
scaling is not valid. In the range of Reynolds-numbers investi-
gated, we show that the mixed scaling is the best candidate. This
scaling behavior could possibly be due to an interaction process
between the outer flow and the flow in the near wall region, as it
was underlined by Alfredsson and Johansson (1984). The lack of
consensus is most frequently ascribed to the different detection
algorithms used. By 1980, a wider variety of methods had been
used to detect bursts which gave a wide range of results for the
average burst period in all the standard turbulent flows (Bandyo-
padhyay, 1982, Bogard and Tiederman, 1986). Bogard and Tie-
derman (1986) showed that the average bursting period from four
flow visualization studies and nine probe detection studies in fully
developed pipe and channel flows vatied from about 2 to 50A/U,
at a momentum Reynolds number of 1000. The wide scatter in the
results indicates that the number of bursts detected per unit time
varies significantly depending on which detection algorithm is
used. In an attempt to explain some of those differences, Bogard
and Tiederman (1986) used simultaneous flow visualization and
velocity probe measurements to show that each of the most pop-
ular technique were detecting related ejection phenomena. They
concluded that the Quadrant technique (introduced by Wallace et
al., 1972) applied to a single-point velocity measurement can
detect bursts when an appropriate threshold is used and when the-
ejections are grouped into bursts. They also evaluated the effec-
tiveness of the Variable Interval Time Averaging (VITA) method
of Blackwelder and Kaplan (1976) and U_Level burst-detection
algorithm introduced by Lu and Willmarth (1973). Luchik and
Tiederman (1987) modified the U_Level technique so multiple
velocity detections were eliminated and concluded that this
method did yield a good estimate of the average time between
bursts when an appropriate value of the grouping parameter is
used. Tiederman (1989) confirmed their study by extending their
low Reynolds-numbers results to high Reynolds-numbers.

The main purpose of this study is to determine the average bursting
period over a relatively large Reynolds numbers range and hence to
evaluate the correct scaling law on smooth and rough walls flow,
which is very important from both an engineer’s viewpoint as well as
that of researchers in turbulence. Wei and Willmarth (1989) indicate
that there are fundamental differences between the turbulent flows in
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a circular pipe, a rectangular channel and a zero-pressure-gradient
boundary layer. They have observed that in the channel flow, the
inner-region structure from the opposing walls interacted. There was
a constant interchange of counter-rotating vorticity between the two
inner regions due to bursting. There cannot be a similar phenomenon
occurring in a boundary layer because there is only one wall. The
circular pipe flow will be more complex. The curvature of the pipe
wall means that the inner-region structure from different circonferen-
tial locations can interact at the center of the pipe. Clearly, the
resulting turbulent structure of the three flow geometries will be
different. In their paper, they studied the Reynolds-number effects on
the structure of a turbulent channel flow over the Reynolds-number
range of 3000—40000. They concluded that inner scaling laws of the
fluctuating quantities in the inner region are Reynolds-number inde-
pendent over the range examined. Near the wall, at y* = 15, power
spectra of the streamwise velocity fluctuations appear to scale with
inner variables over most of the energy-containing frequency range.
However, at the same y© = 15 location, spectra of the velocity
fluctuations normal to the wall and the fluctuating Reynolds stress do
not scale on inner variables in the energy-containing frequency range.
They underlined that the lack of inner scaling is primarily due to
increased stretching of the inner-region vorticity field in the stream
direction. In a paper reviewing the state of the art of Reynolds-number
effect in wall-bounded shear flow turbulence, Gad-el-Hak and Ban-
dyopadhyay (1994) noted that the present knowledge of Reynolds-
number effect is basically phenomenological and a good theoretical
understanding is largely lacking.

The present measurements have been made in a fully developed
smooth and k-type rough walls turbulent channel flow for a rela-
tively large Reynolds numbers range. The bursting period was
determined by three methods: MODUL calibrated by Luchik and
Tiederman (1987), TERA (Turbulent Energy Recognition Algo-
rithm) proposed by Falco and Gendrich (1990) and Quadrant
analysis introduced by Wallace et al. (1972).

A great deal of attention has been given to the study of the
structure of the turbulent boundary layer over smooth walls. By
contrast, the corresponding boundary layer over rough walls has
received far less attention because of the complexity of the bound-
ary conditions. Raupach et al. (1991) tackled the general problem
raised by the structure of turbulence over rough walls. They
underlined the necessity of taking into account some important
variables that influence rough wall turbulent flows such as the
roughness element aspect ratios and the roughness density. In
particular, Bandyopadhyay and Watson (1988) showed the impor-

tance of the spanwise aspect ratio A, (span‘height) of roughness
elements on near-wall turbulence structure. They showed that the
near wall structure varied with A,.

It has long been considered that the effect of wall roughness on
turbulent flows was restricted to the flow region extending out to
about five times the roughness height known as the “roughness
sublayer.” Outside this region, smooth- and rough-wall boundary
layers are assumed to have the same structure at sufficiently large
Reynolds numbers. This hypothesis was labelled “wall similarity
hypothesis.” With the qualification that measurement errors (espe-
cially in the use of X-probes near rough surfaces, e.g., Perry et al.,
1987, Antonia, 1994) may be important, the weight of the available
experimental evidence indicates fairly strong (though not unani-
mous) support for the hypothesis. One implication of this hypoth-
esis is that the turbulence structure over a significant part of the
layer should be unchanged in spite of significant alterations to the
wall. In Raupach’s review (1991) of the turbulence structure in a
rough-wall boundary layer, the main differences from a smooth-
wall behavior was assumed to be confined to a region near the
roughness element or “roughness sublayer.” Outside this region,
smooth- and rough-wall boundary layers are assumed to have
essentially the same structure. Measurements performed by Krog-
stad et al. (1992a) at Reynolds numbers sufficiently large to satisfy
Reynolds-number similarity, while confirming the expected depar-
ture in the vicinity of the roughness, indicate important departures
from smooth-wall behavior over a significant portion of the layer.
This is a variance with the wall similarity hypothesis and suggests
that the degree of interaction between the wall and the outer region
may not be negligible. How these differences are reflected in the
topology of the large scale motions and how important this inter-
action in the dynamics of the flow are matters which need to be
investigated.

The second aim of the above study is to quantify the differences
between the two flows by applying the conditional averaging
method to the events detected by MODUL (Modified U_Level).
Hence, such information include the shape and amplitude of the
pattern of conditional averages, duration and detection rate of the
detected events, from which a better understanding of the nature of
the structures may be obtained.

2 Experimental Equipment and Data Analysis

2(a) Experimental Details. The experiments were per-
formed in an open circuit wind tunnel with a working section

Nomenclature

a = longitudinal spacing between
roughness elements
C = constant value required in the
TERA method
D(1#) = detection function
Fu = flatness factor of the longitudinal
velocity fluctuations
sampling frequency
window size required in the
TERA method
h = channel half-height or pipe radius
H = threshold level required for the
Quadrant method
k = roughness height
L = threshold level required for
MODUL
Re = Reynolds-number based on the
free-stream or centerline velocity
U, and channel half-height A or
boundary layer thickness &

F,
F

I
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Re,, = Reynolds-number based on the u, v = components of of velocity fluc-
free-stream or centerline veloc- tuations along x and y, respec-
ity U, and channel height 2k tively

Rey = Reynolds-number based on the w = roughness element width
free-stream or centerline veloc- & = boundary layer thickness
ity U, and momentum thick- € = shift in origin required in the
ness 6 case of a rough wall dissipation

Re, = Reynolds-number based on the rate (TERA)
skin friction velocity u., and A, = spanwise aspect ratio of the
channel height 24 roughness element
Su = skewness factor of the longitu- v = kinematic viscosity
dinal velocity fluctuations 0 = momentum thickness
Tp = mean time between bursts T, = grouping time
Te = time between ejections 7, = mean wall shear stress
t, T = time .
x, ¥, z = longitudinal, surface normal or Superscripts
spanwi§e Cartesian coordinates, + = made dimensionless with inner
respectively variables
Uy = cepterlme velocity ' Or ., = rms value
u, = skin friction velocity — = mean value
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Fig. 1 Two-dimensional roughness geometry

composed of two parallel plates which formed a two-dimensional
rectangular channel with a cross-sectional aspect ratio of 16:1.

In the case of the smooth wall, a 0.05 X 0.9 m® wind channel
was used for the measurements. The test section is 3 m long. The
transition was triggered with 1 mm rods that spanned the test
section, on both upper and lower surface, at a distance x = 30 mm
from the entrance, followed by a 5 cm strip of N° 40 sandpaper.

For the rough channel, the test section was 2 m long and the
k-type roughness, defined by a > w, consisted of two-dimensional
bars of square cross-section uniformly distributed over both plates.
The transversally grooved surface is illustrated in Fig. 1. The
k-type roughness elements have a height ¥ = 3 mm and span the
full (800 mm) width of the working section. The roughness ele-
ment k* made dimensionless with the inner variables (the friction
velocity #, and the kinematic viscosity v) is reported in Table 2.

The shift in origin € required in the case of a rough wall was
determined using the logarithmic form of the velocity distribution.
This method described in detail in Perry and Joubert (1963), is
largely used in the case of k-type roughness and has shown its
efficiency in turbulent flows with or without pressure gradient
(Bettermann et al., 1964; Antonia and Luxton, 1971; Sabot et al.,
1976). The mean value of the shift obtained from the fitted profile
is reported in Table 2. More details of the roughness element are
presented in Mazouz et al. (1994).

Measurements of the longitudinal (#) and normal (v) fluctuating
velocity components were performed using single and X-wire
probes consisting of 2.5 wm diameter Platinum-Tungsten wire. For
the single probe measurements, the length was 0.5 mm, giving a
length to diameter ratio of 200. The hot wires were operated with
DANTEC 56 CTA constant temperature anemometers having a
frequency response adjusted to be at least 15 Khz. The outputs
were linearised and digitised at an appropriate sampling rate. The
mean wall shear stress T, was determined using pressure-drop
measurements and then estimates of the skin friction u, defined by
u, = Vr1,/p was calculated. The variation of the Reynolds-
number Re, based on u, with Re,, is reported on Fig. 2 (where the
equations are a fit to the data) and follows typical correlations for
channel flow. The overall uncertainties with the wire measure-
ments are: Uy, = 1% and v, = +2%.

2(b) Experimental Conditions. The Reynolds number Re
based on the centreline velocity U, and channel half-height £, the
sampling frequency F; and the friction velocity u, are shown in
Table 1 (smooth wall) and Table 2 (rough wall).

3 Mean Flow Description and Reynolds-Number
Effects

3(a) The Mean Flow Description. Measurements were car-
ried out according to Tables 1 and 2. Quantities normalized with
the inner variables #, and v are denoted by superscript + in the
usual fashion.

The question as to whether the flow is fully developed or not,
will be first addressed. Comte-Bellot (1965) carried out extensive
experiments, studying the downstream of development of turbulent
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channel flow. Her experiments showed that a good characterisation
of the stage of development could be made, based on the values of
the skewness and flatness factors on the channel centreline. A
channel flow that is not fully developed will show a large negative
value of the skewness and a large positive value of the flatness
factor. Comte-Bellot found that the fully developed regime, where
all statistical moments are independent of the downstream dis-
tance, was established about 80 channel heights downstream of the
inlet. Measurements of Johansson and Alfredsson (1982) were
carried out 63 channel heights from the inlet. In this paper, the
downstream development of the smooth wall turbulent channel
flow has been studied. In particular, the skewness (Su) and flatness
(Fu) factors of the streamwise velocity fluctuations have been
measured for different distances from the inlet. Results reported in
Figs. 3 and 4 show the variation of the statistical moments at x/h =
114 (where & is the channel half-height). Included in these figures
are the results of Johansson and Alfredsson (1982) and those
obtained by Labraga (1984) at x/h = 134 for a natural transition.
Those results are consistent with the present data in the outer
region. Close to the wall, there are differences on Fu that may be
due to Reynolds-number effects (Re = 17300 for Johansson and
Alfredsson; Re = 16700 for Labraga and Re = 18370 in the
present work). Measurements are therefore carried out at x/h =
114 for the smooth wall and x/A = 68 for the rough wall.

3(b) Reynolds-Number Effects on Velocity Fluctuations.
For the Reynolds-numbers range investigated, the streamwise tur-
bulence intensities obtained on smooth wall and reported in Figs.

Table 1 Flow characteristics (smooth wall)

Uy ( m/s) Rey, u, (m/s) F, (k Hz)
7 12700 0.39 10
11 18370 0.52 20
15.75 26250 0.68 30
20.5 33400 0.86 50
25 41750 1.12 70
33 55000 1.34 70
Table 2 Flow characteristics (rough wall)

U ( mfs) Rey, U, ( m/s) Kt e/k F, (k Hz)
8 13300 0.60 120 031 24
11 18370 0.82 164 0.29 40
13 21700 0.945 189 0.29 60

15.65 26250 1.14 228 0.29 80
20 33400 1.46 292 0.30 90
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Fig. 3 Skewness factor profiles of the streamwise velocity fluctuations
obtained on smooth wall. (a) Outer region, (b) Near-wall region. Uncer-
tainties S, = +2%.

5(a), 5(b), and 5(c), exhibit a clear Reynolds-number dependence.
In the outer region, the turbulence intensities increase with increas-
ing Reynolds-number (Fig. 5(a)) and are consistent with the data
of Wei and Willmarth (1989) (Fig. 5(c)) obtained in a turbulent
channel flow of water. As underlined by Johansson and Alfredsson
(1982) large differences between various studies are at hand for
measurements of " in the near-wall region (y* =< 50), which
cannot be attributed solely to Reynolds-numbers effects. In most
studies prior to 1970 nonlinearized anemometer signals were used,
and various corrections in the measured quantities were applied.
This is, of course, more questionable than to use analog or digital
linearization of the anemometer signal. It is also worth mentioning
that measurements close to the wall seem to be more influenced by
cooling from the wall for hot wires in air than for hot films in
liquids. For measurements in air the thermal conductivity of the
test-section wall is usually much higher than that of air. The wall
will hence act as a heat sink. This effect will also be enhanced by
the high overheat temperatures usually employed in air (=200°C).
The effects of this additional cooling on measurements of mean
and fluctuating quantities are rather uncertain.

For the rough wall (Fig. 6), the Reynolds-number dependence of
the turbulence intensity is reduced in magnitude in comparison
with the smooth wall.

The skewness factor, obtained on smooth and rough walls,
shows a slight Reynolds-number dependence in the near-wall
region. The data of Johansson and Alfredsson (1982) and those of
Labraga (1984) are consistent with the present data close to the
wall (Figs. 7(a) and (b)). For the two flows, the flatness factor
seems to be independent of the Reynolds-number close to the wall
(Figs. 8(a) and (b)).

4 Coherent Structures Algorithms and Single-Burst
Detection
4(a) Modified U_Level (MODUL). The U_Level method

was first used by Lu and Willmarth (1973) to study the near-wall
bursting. This method associates an event with a large instanta-
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Fig. 4 Flatness factor profiles of the streamwise velocity fluctuation
obtained on smooth wall. (a) Outer reglon, (b) near-wall region. (Symbols
are the same as Fig. 3.) Uncertainties F, = +2%.
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Fig. 5 Streamwise turbulence intensity profiles obtained on smooth
wall. (g) Outer region, (b) near-wall region (symbols are same as (a), (¢)
comparison with the data of Wei and Willmarth. Uncertainties u,ns =
+1%.

neous negative amplitude in the streamwise velocity fluctuations.
In the U_Level method, an event is detected when 4 < —Lu’
where L is a threshold and a prime denotes a rms value.

Luchik and Tiederman (1987) added an additional criterion
threshold to the original U_Level method in order to eliminate or
minimise the chances of multiple detections of a single event.
Thus, an event is detected when ¥ < —Lu' and the detection
function D(?) is reset to zero when u = —0.25Lu’.

4(b) Quadrant Analysis. Wallace et al. (1972) and
Willmarth and Lu (1972) introduced the uwv-quadrant method.
According to this method, the detection of the coherent events is
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Fig.6 Streamwise turbulence intensity profiles obtained on rough wall.
(a) Outer region, (b) near-wall region. (symbols are the same as (a).)
Uncertainties tm, = £1%.
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related to large instantaneous values of the Reynolds stress. In
particular, the ejection phase of the bursting process, which is a
sudden outward motion of the near-wall low-speed fluid, can be
associated with instantaneous Reynolds stress of large amplitude
in the second quadrant in the uv plane (¢ < 0 and v > 0). On the
other hand, the sweep process, which is the moving of the outer-
layer high-speed fluid toward the wall, can be associated with
instantaneous Reynolds stress of large amplitude in the fourth
quadrant (# > 0 and v < 0). Lu and Willmarth (1973) added a
threshold condition to the method and defined the above second
quadrant event as satisfying: |uv|g, > Hu'v'. The detection of a
fourth-quadrant event is similarly defined, that is, when |uv|y >
Hu'v', where H is a threshold and a prime denotes a rms value.
When such an event is detected, the detection function D(¢) is set
to unity, otherwise it is set to zero.

4(c) TERA. This algorithm, proposed by Falco and Gend-
rich (1990), is based on the idea that a high rate of change of u®
should be strongly coupled to large values of uv. The argument is
based on the transport equation for u”:

D1\ pou __oU 9 (1 1
Dr\2" _pax—’“’ﬂ_ay 24v) T3
where € is the dissipation rate.

Since the energy production in the turbulent kinetic energy
equation only occurs in the term for u’, its rate of change should
be strongly coupled to the turbulent shear stress. A detection is
identified by inspecting the mean rate of change of 3/9t(3 W) =
u(du/dt) over a predefined window F. The threshold level is
determined from the long time standard deviation of the same
quantity, TR = C*[u(3u/dt)]" where C is a constant and a prime
denotes a rms value.

4(d) Method to Group Detections Into Bursts. Most of the
algorithm detections trigger several times during one event. It is
therefore necessary to group these detections into one event. The
method used in the present study was introduced by Tiederman
(1989) which extended the rather low Reynolds results of Luchik
and Tiederman (1987) to higher Reynolds numbers. Moreover,
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Fig. 8 Distributions of the flatness factor profiles. (a) Smooth wall, (b)
rough wall. (Symbols are the same as Fig. 7.) Uncertainties F, = +2%.
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Fig. 9 Typical probability distribution for the time between ejections
obtained with MODUL (L = 1) on smooth wall at the position y* = 30 and
for a Reynolds-number Re = 18370. Uncertainties Ty = +6%.
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instead of using the center-to-center time, the time between the
trailing edge of one ejection and the leading edge of the next
ejection was used. This refinements makes it possible to use the
cumulative probability method of Barlow and Johnston (1985) to
determine the grouping time. As described by Luchik and Tieder-
man (1987), the data processing begin by constructing a temporal
record of the detections. This record is analyzed to determine the
probability that T is greater than Te (the time between ejections)
and the results are plotted in semi-log coordinates. For some of the
detection methods, an appropriate threshold is required. The
threshold is determined so that a fairly threshold independent
range is ensured. This means that the average time between bursts
must be nearly independent of the threshold for a sufficiently wide
range.

It should be kept in mind that the rational foundation of the
threshold settings can come only from such theories (Bandyo-
padhyay, 1998). The cumulative probability method applied to
structure-identification techniques that are subjective in nature and
the research of a threshold independent range permit to minimize
the precarious nature of the threshold level and reduce the risk of
subjective error. However, an uncertainty for the average time
between bursts on the order of £6% is reported on the Figs. 10 to
16. This uncertainty was determined using the method reported in
Schwarz and Plesniak (1996).

5 Processing of the Experimental Data
5(a) Choice of Parameters

5(a.1) MODUL and uv-Quadrant Methods. The grouping
technique, suggested by Barlow and Jobnston (1985), Luchik and
Tiederman (1987), and Tiederman (1989), has been applied here to
group MODUL and uv-quadrant detections obtained on smooth
and rough walls at different Reynolds numbers. The cumulative
probability of the time between the trailing edge of one ejection
and the leading edge of the next ejection was found to exhibit two
exponential regions. The intersection of these two regions was
identified as the maximum time for the interval between consec-
utive ejections that arise from the same first burst.

As shown in Fig. 9, ejections where the time interval between
the trailing edge of one ejection and the leading edge of the next
is less than 0.4 ms, are grouped into the same burst detection. If the
time interval is larger than 0.4 ms, the ejections are placed in
different bursts.

Figure 10 shows that over a range of L from 0.9 to 1.1 a plateau
exists where the average time between grouped ejections, detected
with MODUL, is independent on the threshold on the smooth wall,
for the lowest Reynolds number. For the highest Reynolds number,
this range is somewhat narrower. Since the grouping time was
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calculated for L = 1 and a fairly independent threshold range is
found around L = 1, this threshold is used in this study for the
smooth wall. Similar curves are found in case of the rough wall
and the threshold L has been chosen in the region where the
increasing of T, is the smallest, although this region is very
narrow.

For the Quadrant 2 method, threshold independence has been
studied. Distributions of the average time between burst, shown in
Fig. 11, are similar in shape to those obtained with MODUL. The
thresholds found here are consistent with those suggested by
Comte-Bellot et al. (1978), Bogard and Tiederman (1986) and Kim
and Spalart (1987) and are reported in Tables 3 and 4.

The results obtained with Quadrant 4 method, not reported here,
are similar to those obtained with Quadrant 2 method.

5(a2) TERA. Falco and Gendrich (1990) have examined the
effect of varying window size and threshold on TERA. They
concluded that for windows F* > 7, window size did not change
any of the detection statistics for a given threshold, for R, = 680.
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function of the threshold, obtained at different Reynolds-numbers. (a)
Smooth wall (symbols are the same as Fig. 10), (b) rough wall (symbols
are the same as Fig. 6). Uncertainties Tp = +6%.

Table 3 Detection parameters used on smooth wall

Rey 12700 18370 26250 33400 41750 55000
detection | Th | z* | Th | %" | Th | = | Th } =* | Th | =5 | Th | <*
algorithm

MODUL I 7 1 7 1 7 1 8 1 8 1 8

Quadrant2 [ 0.90 | 6 1 6 |092] 6 (092 8 {090 10 (090 7
Quadrant4 | 0841 6 j084) 6 |063] 7 |065| 8 [066| 7 |065| 8
TERA 05135 (04|35 |04]35[05]35]04]|35|04]35
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Table 4 Detection parameters used on rough wall

Rey 13300 18370 21700 26250 33400
detection Th | 7' Th | %' Th | ' Th | =t Th | .+
algorithm

MODUL 0.80 8 0.80 8 0.80 8 0.80 8 0.80 8
Quadrant 2 1 7 0.90 7 0.84 10 | 0.85 7 0.84 8
Quadrant4 | 0.82 7 0.80 6 080 | 75 | 075 6 072 | 65

TERA 14 35 1 35 1.1 35 1.9 35 1.2 35

For a window size F* = 20 and a grouping time 7, = 35, we
were able to group TERA detections for which a threshold-
independent range could be found on smooth and rough walls. As
shown in Fig. 12, this range decreases as Reynolds number in-
creases. This trend supports the results obtained from the above
detection methods. Examination of these results suggests the
choice of a value for the threshold which is reported in Tables 3
and 4.

5(b) Conditional Averages. The conditional events de-
tected by various techniques are contaminated by the background
random turbulence in the flow. In order to remove or minimise this
effect, a procedure called ‘conditional averaging’ or ‘phase aver-
aging’ is introduced. The procedure is based on the idea that, when
a large number of coherent events are aligned at a certain reference
point and then ensemble averaged, the contamination by back-
ground turbulence will be removed and the general characteristics
of the detected coherent events will be brought out.

The conditional average of a time dependent variable f(7) can be
defined as a special ensemble average expressed as:

1 N
() =5 2 fla+ 1)

i=1

where ¢, is the reference (alignment) point of the event, N is the
total number of events detected by the coherent structures algo-
rithms, and 7 is the time lag relative to ¢,.

6 Results and Discussion

6(a) Mean Time Between Events. The time between bursts
has been investigated at different y positions on smooth and rough
wall. Results reported in Fig. 13 for a Reynolds number of 18370,
show that this time is independent of y for the range 15 < y* <
100 in the case of the smooth wall and in the major part of the
turbulent channel flow in the case of the rough wall, for all
algorithms and for previous determined threshold values. These
results are in agreement with those obtained by Krogstad and
Kaspersen (1992) and Kaspersen (1996). Results, not reported
here, obtained for other Reynolds numbers are similar. Thus, only
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Fig. 12 Average time between bursts (75) for TERA method as a func-
tion of the threshold obtained at different Reynolds-numbers. (a) Smooth
wall (symbols are the same as Fig. 10), (b) rough wall (symbols are the
same as Fig. 6). Uncertainties Tz = +6%.
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results for y* =
presented here.

The main feature that emerges from Figs. 14 and 15, are, on one
hand the agreement between the different algorithms, and on the
other hand, the inadequacy of inner and outer scaling for all of the
above techniques in the range of Reynolds-numbers investigated.

The average time between bursts is best scaling with mixed
variables. A nearly constant value of 11 is found on smooth wall
which is consistent with the results found by Kaspersen (1996)
(=12). In the case of the rough wall, a constant value of 16 is
found.

The relationship between the dimensionless average time be-
tween bursts using inner variables and the Reynolds number based
on the centreline velocity and the channel half-width is given by:

30 and for different Reynolds numbers are

T 2
B0 121 * Re™

for the smooth wall

Tyu?

T

= 2.87 % Re®?

for the rough wall

and is shown by the solid curves in Fig. 14.
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Fig. 14 Average time between bursts using inner scaling at y* = 30.
(The vertical bars indicate uncertainty calculated with MODUL; although
not shown, the uncertainty for the other methods is the same.) (a)
Smooth wall, (b) rough wall. Uncertainties Tz = +£6%.
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Fig. 16 Average time between bursts using mixed scaling at y* = 30. (a)
Smooth wall, (b) rough wall (symbols are the same as Fig. 14). Uncer-
tainties T = +6%.

When the outer variables are used, the relationship is given by:

T, U

Bh %= 100 * Re ®*' for the smooth wall
TU,

% =90 * Re™®*'? for the rough wall

and is shown by the solid curves in Fig. 15.

Kaspersen (1996) reported results obtained in a DNS channel
flow with a numerical code developed by Gavrilakis et al. (1986).
The time between bursts, for the DNS channel, are shown in Figs.
14, 15, and 16. Although only one rather low Reynolds number
case has been studied (Re = 3645), this result is consistent with the
present data scaled with inner, outer or mixed variables. The
results of Shah and Antonia (1989), not reported here, corroborate
the conclusion drawn from the present data: mixed scaling is more
relevant than inner and outer scaling for a sufficiently large range
of Reynolds number. This trend may be due to the communication
between the inner and outer layers which is expected to exist at
y" = 30 in both smooth and rough walls. The differences between
the present results and those obtained by Antonia and Krogstad
(1993) are unlikely to be a result of different grouping time used.
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Fig. 17 Contribution to u* from the coherent Quadrant 2 structures
obtained at ditferent Reynolds-numbers. (a) Smooth wall, (b) rough wall.
Uncertainties u? = +2%.
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6(b) Coherent Contribution to the Reynolds Stresses.
Since the Quadrant analysis is the only method which gives
simultaneously information about the u', v’ and u’v’ signals, it is
possible to determine the contributions to the Reynolds stresses u”,
v* and uv from the coherent Quadrant 2 structures, which were
computed as (i = 2):

0y, 1 1
W o aLmy
0

T

w(u(e)D(t)dt

W) 1 IIT
—— == Li v(8)v(t)D(t)dt

— = J;Limlj u(t)v(£)D(t)dt
0

U WU L. T

where D(¢) is the detector function, taking the value 1 during an
eventi (i = 1 ...4) and O elsewhere. The different contributions
were computed using detection parameters reported in Tables 3
and 4.

The coherent contributions to u*, obtained from Quadrant 2
detections and reported on Fig. 17, are independent of Reynolds
number, at least for the range of Reynolds-numbers investigated
here.

In the major part of the turbulent duct flow, the ejections account
for 80% of uv on smooth wall and for 60—65% in the case of the
rough wall (Fig. 20). These results are consistent with the value of
75% found by Lu and Willmarth (1973), Nakagawa and Nezu
(1976), Tiederman (1987) on smooth walls, and by Nakagawa and
Nezu (1976, =70%) and Krogstad and Kaspersen (1992, ~55%)
on rough walls.

In the case of the smooth wall (Fig. 20(a)), ejections are more
intense than sweeps within the observed range of y . Next, in the
equilibrium region as it was defined in Nakagawa and Nezu
(1976), the intensity of each event is nearly constant, irrespective
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Fig. 20 Coherent contribution to uv, based on the Quadrant detections.
Re = 18370. (a) Smooth wall (b) rough wall (symbols are the same as Fig.
18). Uncertainties uv = %3%.
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Fig. 21 Conditional averages applied to MODUL. y* = 30. Re = 18370

of the value of y*. Since in this region a dynamic equilibrium
exists between the turbulence production and dissipation, and a
similarity in turbulence structure is expected to exist independently
of external boundary condition, it is expected that the bursting
process and the accompanying turbulence production may attain a
stable equilibrium state in this region, resulting in almost constant
intensity for each event (Nakagawa and Nezu, 1976).

In the free-surface region (y* > 500 or y/h > 0.6), the intensity of
each event rapidly increases with y*, Near the free-surface both
ejections and sweeps show a positive stress of over 100%.
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Fig. 22 Conditional averages applied to MODUL. y* = 100. Re = 18370

For the rough wall (Fig. 20(b)), in the range from the wall to the
middle of the equilibrium region, where the roughness effect on
the turbulence structure may be expected to appear, some differ-
ences in the intensity profiles for the rough and smooth walls can
be observed. Note that, contrary to the case of the smooth walls,
the intensity of ejections decreases toward the wall to become
nearly equal or smaller than sweeps, as it was noted by Grass
(1971), Nakagawa and Nezu (1976) and Krogstad et al. (1992a).
The same result is observed in the representation of the contribu-
tion to v* and v* (Figs. 18 and 19).
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6(c) Conditional Averages. By applying conditional aver-
ages to MODUL at different reference times, it is possible to
obtain a complete representation of the bursting process. Based on
the events detected by the algorithm MODUL obtained with a
threshold level L = 1 for a Reynolds-number Re = 18370 at
different positions (y/h or y ), the conditionally averaged signals
for both smooth and rough wall are shown in Figs. 21 to 25. Since
the aim of this part is not to study the scale of the conditional
average patterns but only the differences between smooth and
rough walls turbulent flows, the conditional average patterns are
made dimensionless with the outer variables (channel half-height
and centreline velocity U,) which are the same for the two flows.
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The appearance of the detected structures are correlated with the
skewness factor (Fig. 6), as it was shown by Johansson and
Alfredsson (1982).

The mean event duration obtained from the events detected can
be defined using the method introduced by Yuan and
Mokhtarzadeh-Dehghan (1994). This duration is defined as the
time interval between the points corresponding to the half-level of
the peak of the conditional average pattern, if only one peak
(positive or negative) is involved. However, if there are two or
more peaks present, the mean event duration is taken as the time
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interval between the two outward points corresponding to the
half-level of the two most outstanding peaks.

Aty™ = 30, the mean event duration is larger on rough walls
than on smooth walls, which indicates that the roughness effect is
very important in this region. This influence is still present aty* =
100 and in the range (y/h > 0.6), where the mean event duration
is larger on smooth walls than on rough walls.

In the range from the wall to the middle of the equilibrium
region (y/h =~ 0.1) and for (y/h > 0.6), the roughness effect on
the turbulence structures is very marked. This is in good agreement
with the results of Nakagawa and Nezu (1976) and those of
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Krogstad, Antonia, and Browne (1992a). However in the range
(0.2 < y/h < 0.6) including the position y* = 260, no differ-
ences appear between the detected events in the two flows, which
is in agreement with the representation of the skewness factor on
smooth and rough walls in this range (Fig. 7) and the results of
Krogstad, Antonia, and Browne (1992a).

7 Conclusion

Hot wire anemometry measurements were made in fully developed
turbulent channel flow over a Reynolds-number range of 12,700 to
55,000. The structure of smooth and k-type rough wall turbulent
channel flow was examined using a few of the most common detec-
tion techniques (Modified U_Level (MODUL), TERA, Quadrant
analysis) and conditional averages. The main results that emerge from
the present study led to the following conclusions:

(i) When grouping time is used and a threshold-independent
range could be found, all algorithms yield approximately the same
time between the trailing edge of one burst to the leading edge of
the next burst.

(i1) In the range of Reynolds-numbers studied, the mean burst-
ing frequency is best scaled on mixed variables in both smooth and
rough walls because of the likely interaction between the inner and
outer layers of the flow.

(iii) Study of the coherent contribution to the Reynolds
stresses show that both ejections and sweeps are the most impor-
tant events in the two flows. In particular, in the case of the smooth
walls, ejections are more intense than sweeps irrespective of the
position over the wall, whereas near the roughness element,
sweeps become equal or more dominant than ejections.

(iv) Conditional averages applied to MODUL at different ref-
erence times and made dimensionless with outer variables, show
that some differences in the intensity profiles and the mean event
duration between smooth and rough walls turbulent channel flows
appear in both the inner and outer region. Near the roughness
element, the detected events have a larger duration and less pro-
nounced peaks than on the smooth wall. However, in the outer
region of the flow, this behavior is inverted.
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A Modified Model for Diffusion
in Second-Moment Turbulence
Closures

A study has been carried out to determine the relative roles of the three diffusion
sub-processes contained in the Lumley (1978) diffusion model. The three sub-processes
are described as being the production of turbulent transport, the third-order pressure-
velocity process, which regulates the relative magnitudes of the turbulent transport
components, and the pressure-diffusion. The present work describes a unique method for
calibrating the model based on an analysis of zero-mean-shear turbulence. On the basis
of the analysis, and using recent direct numerical simulation and experimental data, the
coefficients in the Lumley (1978) model are modified such that the model gives the correct
behavior in the diffusive limit. The modified model was then validated by carrying out
CFD predictions for three benchmark flows of engineering interest. The modified Lumley
(1978) diffusion model has two clear advantages over the more commonly used Daly and
Harlow (1970) model. First, unlike the Daly and Harlow (1970) model, the modified
Lumley (1978) model is mathematically correct and second, it was shown in the present
validation that the modified Lumley (1978) model gives the most consistently reasonable
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predictions.

1 Introduction

As the speed and capacity of digital computers continues to
increase, the use of second-moment turbulence closures in
industrial CFD applications is becoming more practical. Most
commercial CFD softwares now contain second-moment clo-
sure schemes as an optional means for closing the time-
averaged mean transport equations. However, in most cases, the
available second-moment closure schemes are based on very
basic process models, some of which are known to be physi-
cally and/or mathematical incorrect. The process considered in
this paper is the diffusive transport of the Reynolds stresses,
which is almost exclusively modeled using the Daly Harlow
(1970) model (or its isotropic variant), despite the fact that this
model is known to be mathematically incorrect. The pervasive-
ness of the Daly and Harlow (1970) model appears to be for at
least two reasons. First, the diffusion process is often small in
the Reynolds stress budget and therefore, the accurate modeling
of diffusion is not considered critical and second, it is the
simplest model to implement in a CFD code. In terms of the
influence of diffusion, in many cases the diffusive transport is
insignificant compared to other processes in the Reynolds stress
budget, however, there are many important cases where diffu-
sion plays a significant role. In a generic CFD code, the chosen
models should be accurate over as wide a range as possible,
including the limits in which they are dominant. The imple-
mentation of complex second-moment closure models has been
addressed in recent literature (Farhanieh et al., 1993; Lien and
Leschziner, 1994). This paper explores the diffusion process
further in terms of recent developments and recommends a
model that is both physically relevant and mathematically cor-
rect.

Recent studies by Demuren and Sarkar (1993), Schwarz and
Bradshaw (1994) and Straatman et al. (1998) considered vari-
ous aspects of modeling the diffusion terms in the Reynolds-
stress equation. Demuren and Sarkar (1993) carried out a sys-
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tematic study of several existing pressure-strain and diffusion
models in the computation of plane channel flow. Their results
showed that the diffusion model developed by Mellor and
Herring (1973), which is essentially an isotropic-diffusivity
version of the better known Hanjali¢ and Launder (1972)
model, gave the best predictions for the relaxation toward
isotropy near the center of the channel. Schwarz and Bradshaw
(1994) calculated turbulent fluxes in a three-dimensional
boundary layer from measured Reynolds-stress data using the
Daly and Harlow (1970), Hanjali¢ and Launder (1972) and
Lumley (1978) diffusion models. They concluded that all mod-
els gave reasonable predictions of the turbulent fluxes, but the
Lumley (1978) model performed best overall. Straatman et al.
(1998) examined the diffusion process using zero-mean-shear
(ZMS) turbulence. Their study included an analysis to deter-
mine the behavior of all of the abovementioned models in the
diffusive limit. The main conclusions of their study were that
the pressure-velocity processes in both the second- and third-
moment equations were important for establishing the correct
anisotropy level in diffusive turbulence, and that the Lumley
(1978) diffusion model was the only existing model which is
capable of modeling the entire diffusion process at the second-
moment level. Straatman et al. (1998) also suggested an ad hoc
modification to one of the coefficients in the Lumley (1978)
model, but suggested that a more comprehensive calibration
could be done if more detailed data for ZMS turbulence was
available.

In this paper, further analysis is directed at the Lumley
(1978) (hereafter denoted as LUM) diffusion model. The main
objective of the present work is to develop a calibration method
to properly apportion the sub-processes contained in the LUM
model. The calibration is done in a systematic manner using a
semi-empirical analysis of ZMS turbulence, and by considering
recent direct numerical simulation (DNS) and experimental
data. Modifications are suggested to the coefficients in the LUM
model that control the relative influence of the diffusion sub-
processes. The modified model is then tested in a number of
flows of engineering interest to demonstrate that it gives con-
sistently reasonable predictions. The predictions are compared
to similar predictions obtained using the original LUM model
and the commonly used Daly and Harlow (1970) model.
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2 Mathematical Formulation

The mathematical formulation begins with the incompressible
form of the Reynolds- and time-averaged equations for the con-
servation of mass:

c’)—p‘*'i(t?i"):O (1
at  ox; ! v

and momentum:

0 _ d -

a(PUi)"'a_xk(PUkUi)
L L L
= 3%, ki Hvax%( i) axk(puiuk (2

where U, is the fluid velocity, P is the pressure, and p and w are
the fluid density and dynamic viscosity, respectively. The second-
order term on the right-hand side of the Reynolds-averaged mo-
mentum equation is the Reynolds-stress term. This term represents
the net transfer of fluctuating momentum, pu;, by the fluctuating
velocity u, and is perceived in the momentum equation as an
apparent stress.

In second-moment turbulence closures, the Reynolds-stress
transport equation is solved for each non-zero component of the
Reynolds-stress tensor. The Reynolds-stress equation is given as:

Gu‘-uj - au,‘uj Bff, ai],
T+ f = - uiukak-Fujuka—xk + D+ m— €y

[N

axk

6 P
J ©)
The symbolic terms represent the convection, €;;, the shear pro-
duction &, the diffusion €, the pressure-strain 7;, and the
dissipation €, of uu;. The convection and shear production require
no approximation, but the remaining processes must be modeled to
close the equation set at the second-moment level. The pressure-
strain process is modeled in the present work using the Speziale et
al. (1991) (denoted hereafter as SSG) relation, which is given as:

my = —(Cie + %Cf@kk)aij + Cze(aikakj - %AZSU)
+(C;— C3A ;/z)ksij + Cok(awSy + apSi — FauSudy)
+ Csk(ayWy + apWy) (4)
where k (=4 u;) is the turbulent kinetic energy and € is the

isotropic dissipation rate of k. The additional terms in the SSG
model are given as:

Uiy

&k

S_l aU,.+aU, _1{aU; oy,
Y2\ ex  ax;)’ W'j_f 3_ch dx,

2
a; = 3 8y, Ay = apay,

and the model coefficients are:

{CU CT9 C2s C37 Cﬂz‘, C47 CS}
={1.7, 0.9, 1.05, 0.8, 0.65, 0.513, 0.2}

An alternate, and equally popular, approach to modeling the
pressure-strain term is to use the return-to-isotropy and
isotropization-of-production models as the basis, with additional
model relations to account for the interaction with solid bound-
aries. This model is described in, for example, Demuren and
Sarkar (1993), and is denoted hereafter as RTI+IP,

The dissipation of uu; is assumed to be isotropic and mod-
eled as:

€= 2ed, ®)
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The isotropic dissipation rate, e, is then obtained from the follow-
ing modeled transport equation:

6€+ o de a c k Je
ar Tk ax, x| < e \ "My,

1 2
+§C

€
Pu— Ce m ©)

€
€l E
where:

{C., Ca, Cu} =1{0.14, 1.44, 1.83}

3 The Diffusion Model

The LUM diffusion model was derived originally by a statistical
analysis and is strictly applicable for weakly inhomogeneous
flows. The complete model includes components for both the
turbulent transport and pressure-diffusion components of % ;. The
diffusion process in Eq. (3) is given in its exact form (neglecting
molecular diffusion) as:

3 p'u pu
= a_xk (““i”j”k - "p"‘ Oy — T ajk @)

where uu;u; is the turbulent transport and the pressure-velocity
terms represent pressure-diffusion. LUM derived the following
model for the turbulent transport:

k
U U = Cy E [(gijk + C.cZ((giajk + (gjsik + Cgksy)] (8)

where C, and C, are coefficients, G, is a third-order tensor given
by:

@ Oujuy ou;uy
g = | uu + u;u
ifk i 8.)6[ e axl

e 'W") ©)

+ Uy axl
and 9, = 9,,,. The model derived by LUM for the pressure-

diffusion component of & is given as:

1
) _ -
- Ep U = PDukumum

(10)

Unlike the DH model, the LUM model preserves the three-
dimensional symmetry of the turbulent transport term and, as such,
is rotationally frame invariant.

The coefficients C, and C,, in the LUM model were originally
derived as:

1 C,
Ca=3¢, 273655
where C, was specified as a function of the turbulence Reynolds
number, Re,, and the second and third invariants of the anisotropy
tensor, a;. More recently, however, Schwarz and Bradshaw (1994)
assigned C, = C, where C, is the coefficient in the linear
return-to-isotropy process in the SSG pressure-strain relation. The
coefficient P, was originally derived as P, = i. Straatman et al.
(1998) suggested that P, could be modified to P, = 5% to give the
correct limiting behavior in purely diffusive turbulence. However,
this modification was simply to show that the anisotropy level in
ZMS turbulence could be properly predicted by slightly adjusting
the relative influence of the diffusion sub-processes. It is shown in
the next section that a more rigorous calibration is possible.

It is most useful to view the LUM model as a collection of three
sub-processes that occur in @ ;. The first sub-process, which is
modeled as a coefficient and a time scale multiplying 4, can be
viewed as the production of uu;u; at the third-moment level. The
full production of wuu; also contains mean strain terms, but
these terms are considered to be small compared to the produc-
tion by second-moment terms (see, for example, Hanjali¢ and
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Launder, 1972). The second sub-process in the LUM model,
which includes all the terms multiplying C,,, can be viewed to
loosely represent the third-moment pressure-velocity process.
By loosely, we imply that the terms were not derived to directly
represent third-order pressure-velocity correlations, but the
terms have essentially the same effect as the third-moment
pressure-velocity process, which is to regulate the relative
magnitudes of the turbulent flux components, The third sub-
process in the LUM model is pressure-diffusion, which is
strictly a second-moment process. The coefficients C,, and P
control the relative influence of these three processes within &
and, with the appropriate detailed data, can be set to give the
correct behavior of the model. Modifications to these coeffi-
cients can be viewed as a calibration to make the model appli-
cable in inhomogeneous flows.

The focus of the forthcoming analysis is to derive expressions
for the coefficients in the LUM model by examining ZMS turbu-
lence, and then to establish values for these coefficients based on
the best existing DNS and experimental data for ZMS turbulence.

3.1 Analysis of ZMS Turbulence. The analysis presented
in this section extends the analysis presented in Straatman et al.
(1998). For steady ZMS turbulence, the Reynolds-stress tensor can
be simplified to two unique, non-zero components; one for the
normal stress in the direction normal to the oscillating grid and one
representing the two grid-plane normal stresses, which are equal.
In a coordinate system where x, — x, represents the plane of the
oscillating grid and x, the direction normal to the grid plane, the
two unique Reynolds-stresses are u,u, and u;u;. The transport
equations for u;u;(=usu;) and usus, valid for steady ZMS
turbulence, are then expressed as:

OZQD“/GV‘F '7T]|/€'“% (11)

0= @33/5 + 7733/6 - % (12)
The diffusion terms in Eqgs. (11) and (12) are given in their exact
forms as (see Eq. (7)):

Dy, = (13)

0—x3(_ululu3)

3

Dy = g (SUatist — 2 uslp) 14

Using the LUM diffusion model, the components of the diffusion
terms become:

k 5u1u1 aulul
Uty = C;] E Usls Txa + Cs2 2”3”3 -a};—‘
& 3mm 2B | s
Uslg 9% (15)
k 6“3“3 aulul
—UsUs U3 = C“ ’g 3[/[31/{3 W + Csz 6“3(43 9%,

_____Ouzus
+ Qusu; —5; (16)

and:

p'us
-2 _p.. =4Ppu u us + 2Ppusust,

amn

Using the SSG model, the pressure-strain terms in Egs. (11) and
(12) become:
m = —Ci€ay, + Cre(at; — 34,)

(18)

m33 = —C€ay; + Cze(a§3 —34,) (19
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Using the RTI+IP models for pressure-strain, only the leading
terms in Eqgs. (18) and (19) are retained. '

Next, on the basis of experimental evidence, the following
solution fields can be introduced (see Straatman et al., 1998):

B? a’B* AB? 20
ulul—xga Uzly = x%’ €= Bx}‘ (20

where a = Uagys/ U gys i the anisotropy of ZMS turbulence in
the high Re, spatially decaying region, B is a constant related to
the source strength, &, is an empirical constant in the dissipa-
tion rate approximation, and B is the growth rate of integral
length scales in the high Re, spatially decaying region. Clearly,
the expressions in Eq. (20) are not valid over the entire ZMS
field, but experiments have shown that there is a considerable
region over which these expressions are valid. It is important to
note that the expressions derived in this analysis are only useful
in the high Re, region where the expressions in Eq. (20) are
valid. Using the expressions from Eq. (20) for the solution field,
the diffusion and pressure-strain terms in the above equations
are rewritten as:

2
D le= 3C“(&%> a*(2 +al[1 +2C, + 3a°C,] 21

2
Basle = 3Cx1<£—> a*(2 +a?)[(3a®+ 6Cy, + 9a*Cy,)
— Pp(4 + 6a%+ 20C,, + 30a*C,)] (22)
and:
2 2
7, /€= C, 372542 _gczAz (23)
2 2a? 1
’77'33/5 = C] § - m + :—3‘ C2A2 (24)

It is evident from these expressions that for constant anisotropy
and constant coefficients, the diffusion and pressure-strain com-
ponents, normalized by €, are constant for high Re, ZMS turbu-
lence.

To determine the relative influence of the three diffusion sub-
processes, the coefficients which control their influence must be
isolated and expressed in terms of quantities which are known, or
which can be deduced. To isolate the coefficients, we consider two
further expressions, which are formed from the above expressions
for ZMS turbulence. The first is the ratio of the turbulent flux
components:

wiwu; 1+ 2C, +3a’C,
Wyiai;  3a’+ 6C, + 9a°Cy,

(25)

Since the x; dependence is the same for both turbulent fluxes, the
ratio uu us/usti;us is also constant in the high Re, spatially
decaying region where a is constant. This was verified by
Briggs et al. (1996) and will be discussed subsequently. The
expression can be rearranged and solved for C,, as:

3a2%1 - ].

Co= 31327 6%, - 9a R,

(26)

where R, u U U5/ uzusus. In this manner, C,, has been
isolated and expressed in terms of two quantities, a and R,
which must be obtained from ZMS data.

The second expression we consider is the ratio of the diffusion
terms:

@1[_%_ WII/E (27)
Dy §— myle
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Substituting expressions for the diffusion terms gives:

(1+2C, + 3a’Cy,)
(3612 + 6C52 + 9a2C32) - PD(4 + 6a’+ ZOCJZ + 30a2C:2)

5= mnle
= (28)
3T 733/6
‘which can be rearranged and solved for P, to give:
_ Cyp(6 +9a% — 2R, — 3a’R,) + (3a® - R,)
b Cy(20 + 30a%) + (4 + 6a?)
(29

where R, represents the right-hand side of Eq. (28). In this
manner, P, has been isolated and expressed in terms of @, C,, and
the ratio of modeled pressure-strain components.

The coefficient C;; from Eq. (8) could also be isolated, but this
coefficient does not affect the relative influence of the diffusion
sub-processes. The coefficient C,; controls the relative influence of
the entire diffusion process, @, in the Reynolds-stress equation.
In the present work, the main interest is to determine the relative
influences of the components in 9 ;; the value of C,, is assumed to
be adequate.

3.2 The Modified Values for C,, and P,. To establish
numerical values for C, and P, data is required for the quantities
a and R,. The value of ¢ has been established experimentally to be
a =~ 1.2 (see Straatman et al., 1998). The value of R, has never
been measured and must, therefore, be obtained from another
source. The DNS simulations of Briggs et al. (1996) enable the
evaluation of ®,, however, care must be exercised to ensure that
this quantity is evaluated in the high Re, region where the above
expressions are valid.

Briggs et al. (1996) presented DNS results for unstratified ZMS
turbulence, in which the turbulence Reynolds number was esti-
mated to be Re, =~ 60. In ZMS turbulence experiments (see, for
example, Hopfinger and Toly, 1976; Fernando and Long, 1983; E
and Hopfinger, 1986), turbulence Reynolds numbers are typically
in the range 400 < Re, < 800, which is considerably higher than
that reported by Briggs et al. (1996). Thus, not surprisingly, the
results of Briggs et al. (1996) exhibit low Re, phenomena in much
of the spatially decaying turbulence field. To expound, consider
the spatial decay law for the horizontal RMS fluctuating velocity,
Hgus < x3". In high Re, ZMS turbulence, the exponent # in the
decay law has been determined experimentally to be » = 1. The
physical implication of n = 1, combined with a linear growth rate
of integral length scales, is that the Re, is approximately constant
in the high Re, region. Briggs et al. (1996) reported a value of n =
1.35 which means that their Re, was diminishing with distance
from the source. This is indicative of low Re, behavior because the
eminence of viscous effects causes the turbulence to decay more
rapidly. While this observation alone does not render the entire
turbulence field to be low Re,, it does suggest that care should be
taken in interpreting the results.

A region of high Re, turbulence can be isolated in the results of
Briggs et al. (1996) by considering the turbulent kinetic energy
budget. In high Re, ZMS turbulence, the kinetic energy budget is
essentially a balance of diffusive transport, pressure-velocity in-
teraction (redistribution) and dissipation. In the results of Briggs et
al. (1996), most of the spatially decaying region contains a signif-
icant contribution from the energy input mechanism. However, a
small region exists (approximately 1.8 < y* < 2.8) where the
balance characteristic of high Re, ZMS turbulence exists (see
Briggs, 1996). In this region, the Re, itself is relatively low (Re, =~
30), but the kinetic energy budget indicates high Re, behavior.

Figure 1 shows the results for R, evaluated from the DNS
results of Briggs et al. (1996) for the region 1 < y* < 4, The
results are plotted as a function of y*, which represents a non-
dimensional distance from the turbulence source. The solid line in
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Fig. 1 DNS results from Briggs et al. (1996) for the turbulent flux ratio as

a function of distance from the source

Fig. 1 represents the average constant value of ®, = 0.29 for the
region 1.8 < y* < 2.8, It is evident from Fig. 1 that R, varies
slightly, but there is no apparent trend in this region indicating that
R, is increasing or decreasing with y*. Taking the full (plotted)
range into consideration, it appears that R, is decreasing slightly
with distance from the source, however, the data from y* < 1.8
can not be utilized because of the large contribution to the & budget
from the energy input mechanism. Furthermore, the region y* >
2.8 becomes increasingly dominated by viscous effects.

Using the values ¢ = 1.2 and ®, = 0.29, Egs. (26) and (29)
yield values of:

Cy,=0.31, P,=0.153 30)
when the SSG pressure-strain relation is used and
C,=0.31, P,=0.142 3D

when the RTI+IP pressure-strain relation is used. These values
indicate that the influence of the third-moment pressure-velocity
process may be nearly three times higher than that originally
derived by LUM, while the influence of pressure-diffusion may be
about 25% lower. Physically, this implies that the generation of
anisotropy at the third-moment level could be much lower than
previously thought, and consequently, the attenuation of anisot-
ropy by pressure-diffusion could also be lower.

Before proceeding to the validation of the modified LUM
model, the values of C, and P, are discussed in terms of their
sensitivity to the ZMS parameters from which they were derived.
By examining Eq. (26), it is seen that the value R, = 0.29 is
relatively close to the value R, =3}, which corresponds to a
singularity in the equation for C,,. Hence, small variations of R,
on either side of R}, = 0.29 produce considerably different values
of Cy,, which correspond to slightly different values of P,. Fur-
thermore, the value of R, is somewhat dependent on the range of
y* chosen to evaluate the average. Unfortunately, no data exists,
besides the computations provided by Briggs et al. (1996), from
which R, can be evaluated, and thus the values obtained above are
based on the best available information. The forthcoming valida-
tion confirms that the present values are reasonable.

To summarize, the analysis of ZMS turbulence presented in this
section served to isolate the coefficients C,, and P, in the LUM
diffusion model and express them in terms of ¢ and ®,, which
were subsequently obtained from experimental and DNS data,
respectively. The modified values of the coefficients were deter-
mined based on the best existing data, but C,, was shown to be
quite sensitive to %R,. While the values of the coefficients may
change with the availability of more substantial DNS or experi-
mental data, the expressions derived above remain valid for the
calibration of the coefficients.

4 Validation of the Modified LUM Model

To validate the model, computations have been carried out for
the turbulent plane jet, the plane channel, and the backward-facing
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Fig. 2 Schematic representation of the turbulent plane jet geometry

step. In all cases, results were computed using the original and
modified LUM models and the commonly employed Daly and
Harlow (1970) diffusion model so that comparisons could be
made. Computations were carried out using both the SSG and
RTI+IP pressure-strain relations to test for consistency. Compar-
isons of global parameters and computed quantities are presented
for all model combinations. Similarities and differences between
the results obtained from the two pressure-strain relations are
noted in the text.

The transport equations, which included the mass equation, the
x; and x, momentum equations, four Reynolds-stress equations,
and the € equation, were discretized and solved elliptically using
the finite-volume procedure described by Patankar (1980), except
with a colocated variable arrangement. The convective fluxes in
the momentum equations were approximated using the QUICK
scheme of Leonard (1979), and in the turbulence equations using
first-order UDS to promote numerical stability. At solid bound-
aries, the viscous sub-layer was bridged using standard wall func-
tions valid for hydrodynamically smooth surfaces. The conver-
gence of the computed solutions was based on the sum of the
average residuals for each equation normalized by the average
level of the particular variable considered. A solution was consid-
ered converged when the maximum normalized residuals for all
equations was below 107, At this level of convergence, the
average residual levels were typically of the order 107°,

4.1 The Turbulent Plane Jet. The plane jet was modeled as
a stream of air emerging from a wall slot at a Reynolds number of
Re = U,h/v = 1000 into an infinite environment of initially
quiescent air. Figure 2 gives a schematic of the plane jet showing
the coordinate system and the important physical parameters. To
ensure that the results were independent of the grid density, com-
putations were carried out on grids of dimensions 60 X 84 and
80 X 164 in the streamwise and transverse directions, respectively.
The results for spread rate were grid-converged to within 5% on
the fine grid, while results of the normalized velocities and turbu-
lence quantities were grid-converged to better than 2%.

The spread rate, s;, and the decay rate, d;, for the turbulent
plane jet were computed from the results of all model combina-
tions are given in Table 1. The values in the table represent average
spread and decay rates calculated over approximately half the
length of the computational domain. Table 1 indicates that when

Table 1 Results for the global properties of the turbulent
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Fig.3 Distribution of the Reynolds-stress components for the turbulent
plane jet. Computations carried out using SSG pressure-strain model.

combined with the SSG model, the original LUM model performs
better than both the modified LUM and DH models. However, we
will see from the detailed comparisons that this result is mislead-
ing. When combined with the RTI+IP pressure-strain model, the
modified LUM model gives a marginally better result than the DH
model and the original LUM model slightly overpredicts the
spread rate.

The predicted Reynolds stress variations from the similarity
region of the turbulent plane jet (>604) are given in Figs. 3 and
4. Figure 3 gives predictions obtained using the SSG pressure-
strain relation and Fig. 4 gives predictions obtained using the
RTI+IP relation for pressure-strain. The experimental range
shown in these figures was derived from data obtained from
Bradbury (1965), Gutmark and Wygnanski (1976) and Everitt and
Robins (1978). Using the SSG pressure-strain model (Fig. 3), the
modified LUM and DH models yield predictions that fall within
the experimental range for all four of the Reynolds-stress compo-
nents. The only exception is the under-prediction of u,u, by both

plane jet

Model 5; d;
Experimental data 0.110 0.140-0.220
Modified LUM and SSG 0.081 0.137
Original LUM and SSG 0.099 0.168
DH and SSG 0.086 0.143
Modified LUM and RTI+IP 0.110 0.196
Original LUM and RTI+IP 0.118 0.150
DH and RTI+IP 0.107 0.184
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Fig. 5 Streamwise velocity predictions for the turbulent plane jet. Com-
putations carried out using SSG pressure-strain model.

models in the region near the jet centerline. Figure 3 also shows
that, in combination with the SSG model, the original LUM
model predicts very sharp transitions of the Reynolds-stresses
near the edge of the jet. This is further substantiated in Fig. 5,
which shows the mean streamwise velocity predictions obtained
using the SSG model in combination with all three diffusion
models. Again, the predictions obtained using the original LUM
model indicate a very sharp transition at the edge of the jet,
while the predictions from the modified LUM and DH models
are more physically reasonable. It is clear that the sharp tran-
sitions of the stresses practically negates the mixing at the edge
of the jet, causing the lateral transport of momentum to dimin-
ish too rapidly.

Figure 4 shows that predictions made in combination with the
RTI+IP pressure-strain model are only slightly different than
those described above for the SSG model. The main differences
observed for the modified LUM and DH models are the increase in
the centerline values of all of the normal stress components and the
slight over-prediction of u,u, and uzu; between 1.0 < x,/8 <
2.0. The most significant differences between Figs. 4 and 3
occur in the original LUM model predictions. Where Fig. 3
indicated sharp transitions of the stresses at the edge of the jet,
Fig. 4 indicates smooth, physically reasonable transitions. In
fact, from Fig. 4, it appears that the original LUM model gives
the best overall predictions of the Reynolds stresses. What is
interesting is that the original LUM model gives radically
different results depending on which pressure-strain relation is
used, whereas the modified LUM model gives consistently
reasonable results. The results are clearly influenced by the
nonlinear terms in the SSG model, but the presence of the sharp
transitions can be explained by examining the apportionment of
the diffusion sub-processes in the LUM model. Consider the
transverse diffusion term for u,u;, expanded using the LUM
diffusion model:

d
- (9X2

k . 6”2“2
C,—|(B+9C, — 6P, —30C,Ppluju, ———
€ 2

g2
—Y
+ (6Cx2 - 4PD - 20C32P0)u1142
axZ

aulul
-+ (3C52 - ZPD - lOC&.zPD)u2u2 _ax—'—
2

dUs U,y
+ (3C, — 2P, — 10C,PpYuyu, T)] (32)
2
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(Terms containing derivatives with respect to x, have been left out
for clarity, but all terms were retained in the computations.) In this
expression, the terms in parenthesis, that are functions of C,, and
Py, form portions of the effective diffusivities for each of the
terms. Using the original coefficients for C,, and P, three of the
four terms shown in Eq. (32) are negative resulting in a low overall
diffusion in the x, direction. Using the modified coefficients, all of
the terms in Eq. (32) are positive resulting in a higher overall
diffusion of u,u,. In general, only the normal diffusivity term,
Cakle)(3 + 9C,, — 6P, — 30C,Pp)usu,, from Eq. (32)
must be positive. The extra or cross-diffusion terms combine to
give a net positive or negative influence, depending on the local
flow structure. In terms of the plane jet predictions, where
cross-stream diffusion is important, it appears that the modified
LUM model gives a more reasonable physical effect and, con-
sequently, performs much better than the original LUM model.

4.2 The Plane Channel. The plane channel was simulated
for a Reynolds number Re; = U,8/v = 5 X 10* based on the
channel half-width, & and the bulk velocity, U,. Figure 6 illustrates
the channel geometry under consideration and shows all important
parameters. Fully-developed inlet conditions, obtained from Kim
et al. (1987), were imposed at the inlet of the channel to reduce the
required length of the computational domain, however, an aspect
ratio of 100 was maintained to ensure that the results were a true
representation of the models used and not of the inlet conditions.
Computations made with an aspect ratio of 200 produced nearly
identical results. Computations were carried out on grids of di-
mensions 15 X 30 and 30 X 60 (for the 100 aspect ratio case).
Further grid refinements produced no significant changes in the
predicted results.

The predicted results for the anisotropy variations in the fully
developed region of the plane channel are presented in Figs. 7 and
8. Figure 7 gives the predictions of the three diffusion models in
combination with the SSG pressure-strain model and Fig. 8 gives
the same predictions computed in combination with the RTI+IP
model. Included in the figures are DNS data from Kim et al. (1987)
corresponding to a Reynolds number 7600. The influence of the
diffusion model in these predictions is most prominent near the
center of the channel where the mean shear diminishes and the
stresses relax toward the isotropic state. Figure 7 indicates that, in
combination with the SSG model, the modified LUM model pre-
dicts the most prominent relaxation of the diagonal components of
a; and the correct variation of a,,. In contrast, the original LUM
model predicts almost no relaxation towards isotropy. The DH
model predicts some relaxation, but not to the extent of the
modified LUM model. The predicted relaxation using the modified
LUM model is essentially the same as that predicted by Demuren
and Sarkar (1993) using the Meller and Herring (1973) diffusion
model in combination with the SSG model. Note, however, that
Straatman et al. (1998) showed that the Mellor and Herring (1973)
model performs poorly in the diffusive limit. Figure 8 shows that,
in combination with the RTI+IP relation, the predictions from all
diffusion models are significantly different. While the relaxation
towards isotropy is best predicted using the modified LUM model,
the predicted anisotropies from all models are in poor agreement
with the data of Kim et al. (1987). These results are essentially in
accordance with the results of Demuren and Sarkar (1993) who
through a comprehensive study of the plane channel determined
that the SSG pressure-strain relation was preferable.

x,, U, , u, ,
2> 72072 /—channel centerline

Fig. 6 Schematic representation of the plane channel geometry
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Fig. 7 Components of the anisotropy tensor as a function of x,/5 in
fully-developed plane channel flow. Computations carried out using SSG
pressure-strain model.

Further comparisons are presented for the diffusion models in
combination with the SSG pressure-strain relation. Figure 9 gives
comparisons of the normalized transverse turbulent flux compo-
nents plotted as a function of x,/8 in the fully developed region of
the channel. The superscript + in Fig. 9 indicates that the com-
ponents have been normalized by the friction velocity. The mod-
ified LUM model yields superior predictions for all components
with the exception of u,u,u, ", while the DH model consistently
gives the worst predictions. In particular, the DH model greatly
underpredicts the magnitudes of wuu,t and wyuu, *.

4.3 The Backward-Facing Step. The step geometry studied
by Kim et al. (1980) was considered for the present computations.
A schematic of this geometry is given in Fig. 10. At the inlet, a
velocity profile was devised using a mean centerline velocity of
U, = 18.2 [m/s] and a displacement thickness of 6, = 1.004
[mm]}, as reported in Kim et al. (1980). The turbulence intensity at
the inlet was assumed to be low based on the shape of the
experimental inlet and was assigned a value of $ = k'%/U, =
0.01. An estimate of the dissipation rate at the inlet was then
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derived using € = 0.61k**/0.5h. Grid independence was estab-
lished on the basis of computations carried out on grids of 100 X
40 and 200 X 80 in the x, and x, directions, respectively. Between
these grids, the difference in the predicted reattachment point was
within 2%, and differences in the velocity and turbulence profiles
were well within 1%. Thus, for computational economy, all sub-
sequent computations were carried out on the 100 X 40 grid.
Figure 11 shows the predicted streamlines computed using the
SSG pressure-strain relation in combination with the modified
LUM (a), original LUM (b), and DH (c), models, respectively.
Identical stream function values are shown in all three plots. The
flow field for all cases essentially consists of a large, primary
recirculation region below the step and a smaller, secondary recir-
culation region adjacent to the lower corner of the step. The
predicted reattachment points of the primary recirculation region
are x,/h = 7.77, 6.61 and 6.52 obtained using the modified LUM,
original LUM and DH models, respectively, in combination with
the SSG pressure-strain model. Predictions made using the
RTI+IP pressure-strain relation (not shown) in combination with
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Fig. 8 Components of the anisotropy tensor as a function of x»/5 in
fully-developed plane channel flow. Computations carried out using
RTI+1P pressure-strain model.
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Fig. 12 Variations of streamwise velocity and Reynolds stresses for the
backward-facing step for various xy/h positions. Computations carried

Fig. 10 Schematic of the backward-facing step of Kim et al. (1980) out using the SSG pressure-strain model.
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the DH model. The same was observed in the computations made
with the RTI+IP model. Unfortunately, no data exists for confir-
mation of the secondary reattachment point. -

Figures 12 and 13 show predicted results for the U, velocity and
for the uu,,u,u, and u,u, Reynolds stress components plotted
as a function of x,/h for three different x,/A positions. Figure 12
gives the results computed in combination with the SSG model
and Fig. 13 gives the results computed with the RTI+IP model.
Due to the available data, the x,/h positions used for the
velocity profiles are different than those used for the Reynolds
stresses. Figures 12(a) and 13(a@) indicate that all models give
similar predictions of mean velocity within the recirculating
region. Outside the recirculation region, at x;/h = 10.667, the
model predictions vary slightly, but no model combination
gives the correct variation of U/, near the wall. Figure 12(a)—(c)
indicates that the modified LUM model gives marginally supe-
rior overall predictions of the Reynolds stresses. The most
notable differences occur between 1.0 < x,/h < 2.0, where in
every case the modified LUM model gives the smoothest tran-
sition from the high shear to the low shear region. While the
predicted transition is still somewhat different than the data, the
trend towards a smoother transition is in accordance with the
data. In contrast to the modified LUM model, the original LUM
model predicts very sharp transitions, as in the plane jet, and the
DH model predicts transitions only slightly better than the
original LUM model. Figure 13(a)~(c) shows that essentially
the same Reynolds-stress varjations are predicted using the
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Fig. 13 Variations of streamwise velocity and Reynolds stresses for the

backward-facing step for various x,/h positions. Computations carried
out using the RTI+IP pressure-strain model.

Journal of Fluids Engineering

RTI+IP pressure-strain model. The only notable differences are
the slightly lower peak values and the slightly smoother tran-
sitions from the high to low shear regions. Note that in this case,
the transitions predicted by the original LUM model are still
relatively sharp even when combined with the RTI+IP relation.

5 Concluding Remarks

A study has been carried out to examine the relative influence of
the three sub-processes contained in the LUM diffusion model. In
the analysis, the coefficients which control the influence of each of
the diffusion sub-processes were isolated and expressed in terms of
quantities which could be obtained from ZMS data. On the basis of
the analysis, and using recent DNS and experimental data, the
coefficients in the Lumley (1978) model were modified such that
the model gives the correct behavior in the diffusive limit, Because
of the sensitivity of the modified coefficients to the ZMS data from
which they were deduced, more detailed data for high Re, ZMS
turbulence is necessary to substantiate their values. However, the
expressions devised in the analysis of ZMS turbulence remain
valid.

The modified LUM model was validated by comparing com-
puted predictions for the plane jet, the plane channel and the
backward-facing step. By comparing these predictions to similar
predictions computed using the original LUM model and the DH
model, the modified LUM model was shown to be the only model
which yielded consistently reasonable predictions. In contrast, the
original LUM model consistently yielded the poorest results.

While the predictions from the modified LUM model were not
radically different from those predicted using the DH model, there
are two clear benefits associated with using the moditied LUM
model. First, unlike the DH model, the modified LUM model is
mathematically correct; i.e., it preserves the three-dimensional
symmetry of the turbulent transport term and it is rotationally
invariant. Second, predictions made using the modified LUM
model were shown to be more consistently better than similar
predictions made using the DH model. While it was not shown in
this paper, it is also reasonable to assume that the modified LUM
model would be most suitable for three-dimensional computations.
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Laminar flow through converging narrow channels is investigated. An analytical as well
as a parameter model formulation is given of the flow rate through this channel.
Experiments with water in a straight channel and with air in a circular channel are
presented and compared with theory. The achieved agreement is considered a solid basis
for flowmetering instruments.

1 Introduction

The basis of most flowmetering devices is a common fluid
dynamic effect. Vortex meters make use of the Karman vortex
street. Floating element meters and baffleplate rely on the drag
force, orifices use Bernoulli’s principle and so forth (Fiedler 1992).
These fluid dynamic effects are beneficial in providing strong and
stable signals, yet they are mostly too complex for analytical
description. As a result the developers of flowmeters tend to
neglect the fluid dynamic analytical aspects concentrating on the
measurement and data evaluation side. The fluid mechanics are
eventually taken care of by the calibration curve. The main draw-
back of this procedure is the problem of scaling: one wants to be
able to predict the flow rate as it depends on driving potential and
the significant parameters of the instrument which is difficult or
even impossible. The lack of predictability can hardly be made up
for by numerical analysis which is rather apt to analyze a given
situation. Biickle et al. (1992) show that in case of a floating
element.

This work pursues the idea to make use of flows for flowme-
tering that have analytical accessibility from the beginning. A
laminar 2-D channel flow is chosen. It is shown how well predicted
flow rates are confirmed by experiments and how the channel flow
may be the nucleus of a flowmeter instrument. For more practical
purposes we add a very effective two-parameter model in which
one parameter is obtained from the analysis and the other remains
free. A convincing feature of this model is the possibility of
expressing a flow rate coefficient as function of Reynolds number.

Previously, we have already provided experimental evidence of
the feasibility of channel flow between a piston and a cylinder for
flow metering, however without any analysis (Peters and Kuralt,
1995). A similar arrangement with a cylindrical annulus has been
tried by Wojtkowiak et al. (1997) accompanied by numerical
calculations. An early attempt to utilize an analytical laminar flow
is the pad resistor proposed by Morsi (1976) and calibrated by
Wieners et al. (1978). If our piston-cylinder arrangement is to be
associated with existing methods the v-cone flowmeter by Harvill
et al. (1995) ought to be mentioned and of course the widespread
floating element meters featuring a flow through a variable gap of
complex geometry.
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2 Analysis of Channel Flow

Laminar flow is considered in a narrow channel at low Reynolds
number. By a channel we mean the space between two straight
walls inclined at a small angle with respect to each other. The flow
enters at the wide side, accelerates between the walls and exits
where the walls end at a remaining narrow gap. The aspect ratio in
terms of gap length to width is large. In case of a straight channel
between flat plates this makes edge effects negligible. In case of a
circular channel between a piston and a cylinder wall this means
that the flow may still be treated as plane 2-D flow although the
gap is circular (presently the ratio was of the order 10*). The basic
equations of flow in a converging channel are readily found in text
books on laminar flow (e.g., Constantinescu, 1995). I will briefly
discuss the analysis with respect to the flow situation that is to be
investigated and derive expressions for the flow rate.

The basic flow arrangement is depicted in Fig. 1. The pressure
difference p,-p, drives the flow from region 1 through the channel
to region 2 (the gap). Cylindrical coordinates are employed with
the velocity in the negative radial direction. The velocity depends
on r and ¢

u=ulr, ¢). (1

It is zero at the boundaries ¢ = 0 and ¢ = a and has a maximum
at /2. (In principle, more complex flow patterns are conceivable
including even back flow, however for the small angles involved
no back flow is expected.) The Mach number is small enough to
allow the conservation equations of mass and momentum in - and
¢-direction to be written with constant density p. Assuming small
angles « gravity g is included in r-direction as a constant and left
out in ¢-direction.

a(ur)
ar =0 2
du 1ap+ v 9%u 3
“ar p ar r_i—a?—g 3)
. lap 2vu 4
T pde  r g’ )

Elimination of the pressure p by crosswise differentiation and
subsequent partial integration with respect to ¢ yields

29r rlagr e ) ®

with the yet unknown function of C(r). With Eq. (2) the product
(ur) is no function of r, so that with the function f(¢)
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Fig. 1

Channel geometry

ur
flo) =~ ©)

the independent variables are separated in Eq. (5) where f primed
denotes differentiation with respect to ¢

3
P fr+af = =C) . )

With the left side being a function of ¢ and the right side being
a function of r both sides need to be equal to a constant A. Since
f = 0 at the wall denoted by subscript w it follows

A=f". (®)

On the other hand, f’,, is determined from Eq. (3) for # = 0 so that
a=S L) 9

- V2 p ar g1 ( )

A is determined by integration of this equation using the inlet and
outlet wall pressures provided from the experiment

- ipw(rl) _pw(rZ) + Pg(rl - 7‘2)
pv? 1 1 ’

ry ol

10

With A known Eq. (7) is multiplied by /' and integrated result-
ing in
$f3 4 f'2 + 4f7 = 2Af + 2B. (11)

The integration constant B is inferred from the condition that the
velocity profile is symmetric and has its maximum at «/2, i.e.,

f(al2) = 0 and fla/2) = foum
2B = %fzmx + 4f§1ax - 2Afmax' (12)

Then, with Eq. (11) the derivative of f is

f = G = 1)+ 40— ) = 24— ) (13)

where the negative sign applies when 0 < ¢ < o/2 and the positive
sign when a/2 = ¢ =< . The integrated form between zero and o/2
reads

| .
=- .
o o =)+ 4 2 = ) = 24— )

While a solution to this integral is mathematically not straight-
forward (elliptic integrals) it is relatively simple to extract f,.(c/2)
numerically. To this end the left side is put equal to «/2 and the

“upper integration limit to f,,.. Now, fu. 18 varied while the integral
is evaluated numerically until its value meets «/2. The infinitesi-
mal mass flux through a partial channel of angle d¢ amounts to

(14)
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dm = pLvfde (15)
and the total mass flux with known f,,,, to
m= —2pvL
Sroax
. f 2 3 3 2f 2 df (16)
0 \/'S-(f;nax_f) + 4(fmux—f) - 2A(fmax_f)

in which the integration runs from zero to «/2 and the factor 2
doubles the result. 72 turns out with a negative sign in accordance
with the velocity. A is determined from Eq. (10) on basis of the
experimental data.

The numerical evaluation of Eqgs. (14), (16) encounters improper
integrals at the upper boundary f,,,,. It is suggested to linearize the
integrand in the vicinity of the boundary delineated by f* which is
very close to fi,.x. This way an analytical expression is obtained for
the vicinity and only the proper part needs numerical evaluation.
Using g(f) for the expression under the root in Eq. (16) this
procedure yields

o ” f f*_fmax " 4 ,
= 2va[ 0 Wdf—Zf*(m) +§g (fonw)

f* f 372
X | e 17
( g (.fmax) ) J ( )
In the limit of small flow rates an analytical linear solution
results. For w1 —> O the function g(f) reduces to —2A(fuu — f).

The remaining term allows integration and we get from Eqgs. (14)
and (16)

1
P 3
m v pvLa’A. (18)
With A from Eq. (10) and with the approximation s = ar,,
justified for small angles, Eq. (18) takes the form
Las?p,(r) — p,(r;) + r=F
= — pu(r puw(ry) + pg(r, 2) (19)

6v 1 — (ry/r)?

Pressure Distribution. The pressure distribution along the
channel walls follows from Eq. (9), (10) in the normalized form
(neglecting gravity)

pw(r) - pw(rl) . - (rl/r)z
pu(r) = pu(r)) 1= (ri/r)?

(20)

Evidently, this result is independent of viscosity and flow rate. The
same result is, in fact, obtained from Bernoulli’s equation. There-
fore, we are dealing with the peculiarity that only the pressure
away from the wall is affected by fluid properties and flow rate.
This can be seen e.g., for the centerline (a/2) pressure p (r) where
with Eq. (4)

2 szmllx
pe(r) = pu(r) = £

2D
which also tells us, since f,,.« < 0, that the pressure drops from the
wall toward the centerline. In downstream direction the pressure
decreases with 1/r* meaning that the essential pressure drop occurs
close to the exit. Therefore, if anything goes wrong with the
analytical solution in comparison with experimental data the rea-
son has to be looked for at the exit rather than at the inlet.

Parameter Model. 1t is useful to have a simple parameter
model of the flow rate for quick scaling calculations and a best fit
representation of data for calibration purposes. The model is sim-
ply based on the energy equation saying that the drop of pressure
from inlet to outlet is composed of a frictional term {(ex,) and an
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inertia term (e€u,)> where u, is the mean outlet velocity and the
inlet kinetic energy is neglected

P =Pyt pg(ri— ) = g (eu)* + pllew,).  (22)
The friction coefficient { can be obtained from the analytical
solution for the limiting case of small mass flux where the velocity
squared term vanishes and Egs. (22) and (19) can be combined. In
this combination mean pressure and wall pressure cannot be dis-
tinguished since the energy equation is one-dimensional. Also the
sign of m is ignored. The result is

6v
{=—(1- ("2/"1)2)-

eas (23)

The coefficient € may be interpreted as a correction of u,
meaning that the given ambient pressure p, does not exactly
correspond to u, but rather to a corrected (eu,) in the discharging
jet downstream of the exit, Due to the vena contracta principle it
may be expected that the jet contracts (¢ > 1). Equation (23)
transforms Eq. (22) into an equation for u, or the mass flux,
respectively, when multiplied by area and density

L 2 pi—patopglri— 1)
=t yeat /2 :

24

It is illustrative and useful to express the flow rate in terms of a
discharge coefficient depending on Reynolds number. The coeffi-
cient relates the actual flow rate to the ideal one, the latter resulting
from Bernoulli’s equation (Eq. (24) for { = 0) with the velocity

- LPI —p+ pg(ry = ry)
Usp = 62 p/2

(25)

The Reynolds number is conveniently based on (eu,) and
extended by a geometry parameter, so that

_ EUgyS o 26
€= v 1 - (rz/rl ) 2 ( )
and finally for the coefficient
7 6 36
u—m—~~—~ERe+ \—ezRe2+1' 27)

Figure 2 demonstrates how the coefficient depends on Reynolds
number and €. With increasing Reynolds number the actual rate
approaches the ideal one (u,/u,z — 1). This finding is consistent
with Eq. (22) that assumes that the pressure drop is shared between
two terms, the quadratic production of kinetic energy in the gap
and the linear friction. At small Re the second dominates and the
quadratic term vanishes. Then, when Re increases the situation
reverses with the first term growing so much that the second
becomes relatively small.

3 Experiments With Water in a Straight Channel

Experiments with water were carried out with the apparatus
sketched in Fig. 3. A vertically mounted glass cylinder of 300 mm
inner diameter is filled with water. The bottom plate of the cylinder
incorporates a straight horizontal channel of 189 mm length shown
in sectional view. The angle between the channel walls is 1 deg
leaving a gap width at the exit of 0.31 mm. It is rather difficult to
determine the gap width exactly, especially because it varies
slightly along the length of the gap. Feeler gauges down to 1/100
of a mm were used and it was made sure that the gap was greater
than 0.30 mm and smaller than 0.32 mm. In flow direction (r, —
r,) the channel measures # = 38 mm. At the exit the water either
enters ambient air as a free jet or it mixes with water. In both cases
the exit pressure is atmospheric as it is up on the water surface. In
the water case this is secured by the shown overflow pipe dis-
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Fig. 2 Discharge coefficient defined as real over ideal gap velocity
plotted versus Reynolds number and a correction parameter ¢

charging the water level with the channel exit. The pressure loss in
the overflow pipe is negligible due to its relatively large cross
section.

Two downstream conditions were studied for the following
reason. The above theory deals with the flow inside the channel. Its
downstream boundary condition is the wall pressure at a certain
location in the channel. Nothing is included about the ubrupt
transition from a narrow gap to an infinite space and possible
upstream effects on e.g., the velocity distribution. Since it may be
argued that an upstream effect could be different under different
downstream conditions both cases, i.e.,-water in air and water in
water, were tested and compared.

As the arrangement is set up the flow is simply driven by the
water head pg H. When the water flows out through the channel the
head decreases and thus the flow rate also decreases. By measuring
the head versus time we have, in one measurement, the pressure
difference and the flow rate. This is achieved by a heavy float
driving an incremental angle transmitter by means of a thin rope.
After calibration the pulse frequency of the transmitter is an
accurate measure of the flow rate with a water head resolution of

air

float

glass
cylinder

Shoml A

small
weight

: water or air drain for

/ water in air

Fig. 3 Glass cylinder apparatus with channel for water tests

overflow for
water in water
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Fig.4 Comparison of experimental results for water with laminar theory

less than a mm. A personal computer was employed to record the
frequency as it drops over a whole run. The uncertainty of the flow
rate is mainly due to the slightly varying cross section of the glass
cylinder. Yet, this is a local inaccuracy contributing to a random
error scatter rather than a systematic uncertainty.

The results are presented in Fig. 4 where the mass flux is plotted
versus H + h. Due to the proximity of float and channel entrance
data recording became difficult close to 0.1m and unreliable be-
low. In the first place it is evident that the runs with water in water
and water in air are not discernible from each other except at the
unreliable lower end. The two curves simply coincide. The slight
waviness in the curves is due to the glass cylinder inaccuracies as
mentioned.

In evaluating the theory the pressures in Eq. (10), (19) have to
be inserted correctly. With Fig. 3 that is

pw(r) = pu(ry) + pg(ri—ry)) = pg(H+ k).  (28)

To include the theory in Fig. 4 a few points were evaluated and
plotted ((J). Very good agreement is found for the gap width of
0.320 mm which is the upper limit of the determined possible gap
width range. Therefore, it may be said that the analytical model
works well in predicting the flow rate for a gap width that is known
to the specified accuracy. A more accurate analysis would require
a more accurate gap which is difficult to make. The initial slope of
the theoretical curve is indicated by the broken straight line rep-
resenting the linear approximation Eq. (19). Note that this is not
quite possible in the current setup since the water level should not
drop below the channel inlet.

It is now of interest to check the predicted Reynolds number
dependency. To that end excerpted experimental data points of the
curve of Fig. 4 are transferred to Fig. 5 and plotted versus the
corresponding Reynolds number. We see that the Reynolds num-

0.9
U/Usp | O
i / 0/019 T
07 / —
06| -~ T T Tmodel for water
s =0.320 mm
0.5 /- e=1.24
04 f
0.3 T
{ model for air
02 § = 0.023 mm (0) JURY SRS RO RIS
i‘ s =0.033 mm (A)
o1 | =14 e
A
o
0 5 10 15 20 % g, 30

Fig. 5 Discharge coefficient versus Reynolds number. Experimental
resuilts compared with parameter model.
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Fig. 6 Piston-cylinder arrangement for tests with air

ber trend is in fact confirmed with a best fit for € = 1.24 in Eq.
7.

4 Experiments With Air in a Circular Convergent
Channel

In principle, air flow could also be investigated in the straight
channel as used for water. Yet, since the available reference flow rate
was limited the gap width had to be smaller. Then, a circular gap is
advantageous, since it is easier to make and measure. Furthermore, we
already had experimented with a circular piston and cylinder set-up
before (Peters and Kuralt, 1995), which proved to work nicely. Figure
6 shows the present design. A precision steel cylinder of 100 mm
inner dia. and an ovality of less than 1/100 mm was mounted upright
with top and bottom lids. A high quality aluminum piston of 40 mm
height was machined on a lathe to have a flank angle of 2.3 deg and
a diameter slightly above 100 mm. In a final step, the bottom surface
was machined off carefully until the desired gap width was reached.
In doing so, the lathe chisel was exclusively moved radially inwards
in order to get a sharp and clean edge. As with the straight channel the
gap width was determined by feeler gauges. When e.g., a 4/100 mm
gauge slides in the gap easily and a 5/100 won’t at all the gap is
greater than 2/100 and smaller than 2.5/100 mm. It is important to
carry out gap and flow measurement at the same temperature because
of the different thermal expansion of piston and cylinder. The com-
pleted piston was attached to the force balance placed on the top lid
ranging from zero to 30 Newton at a resolution of a mN. In selecting
the attachment two requirements have to be met. It has to be inelastic
lengthwise to avoid oscillations and it has to be highly flexible
sideways in order not to act on the piston radially. A perfect choice is
the type of ball chain used for sink plugs. Air enters from above, flows
through the channel formed by piston and cylinder and leaves at the
bottom. The channel flow stabilizes the piston in the center of the
cylinder due to an equilibrium of radial wall pressure forces. We have
shown earlier (Peters and Kuralt, 1995) that the parameter s/k tan «
should be small for maximum stability where 2 = 40 mm is the piston
height. The air is pumped away from under the piston through a hose
running to the top of the water tank of Fig. 3. Now the falling water
column serves as pump and reference at the same time. As the flow
rate of the draining water is measured precisely, as explained above,
the flow rate of the air sucked into the glass cylinder is equally known.
The best mode of operation was to remove the bottom plate including
the straight channel and drain the water through a fine control valve.
This way sufficient periods of time with constant flow rates could be
attained.

Results are presented in Fig. 7. For a first piston the gap was
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Fig. 7 Comparison of experimental resuits for air with laminar theory

determined greater than 0.02 and smaller than 0.025 mm. Plotted
is the mass flux ri2 in mg/s based on the density 1.19 kg/m® at 20°C
versus the force in mN acting on the force transducer by the flow
(circles). The pressure difference in the analysis is replaced by
force over cylinder cross section. Four theory curves are added for
comparison. There are three curves evaluated for gap width
0.0225, 0.0230 and 0.0235 mm. The middle one fits the data
nicely. The gap width 0.0230 mm is right in the middle of the
limits set by the gap measurement. Therefore, a very reasonable
agreement is achieved. Again, it is not possible to determine the
real gap width with higher accuracy unless an extremely precise
cylinder—piston set is machined on the wm scale. The straight
broken line starting from zero gives the linear approximation from
Eq. (19) corresponding to 0.0230 mm.

Additional support for the theory is provided by a second gap
width resulting in the upper curve. The same piston was used. Its
bottom was machined down by 2/100 mm in diameter with great
care. The theory curve corresponds to the new measure s = 0.033
mm and the broken line to the linear approximation. The upper
limit of the measuring range was set by the reference measure-
ment. The lower curve was limited by the force measurement.
Without these limits a much wider measuring range would be
possible up to the limit where compressibility effects become
significant.

The experimental data points were recomputed and transferred
to Fig. 5 (circles). We see that these air data correspond to smaller
Reynolds number than the water data. For both gap widths the
model curve fits very well for € = 1.4.

5 Conclusions

The present investigation has shown that the laminar theory of
channel flow predicts accurately the flow rate in a water as well as
in an air channel although these channels were of finite length
suggesting a deviation from ideality at least at the channel outlet,
In case of water it was found that it doesn’t matter whether the
water discharges into water or air. A combination of laminar
theory and integral energy equation brings forward that a discharge
coefficient can simply be expressed as function of Reynolds num-
ber and a fitting parameter. The latter turns out to be greater than
unity which means that the jet emanating from the channel outlet
contracts while it progressively assumes the ambient pressure.

These findings are considered an excellent basis for flow me-
tering purposes. A channel may be scaled and designed according
to the desired flow rate. Certainly, since small gaps are difficult to
make a calibration will always be necessary. The proposed simple
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Reynolds number model is helpful in modelling the calibration
curves. When the flow rate becomes very small this model and the
laminar analysis collapse onto a simple linear formula,

The question of accuracy is twofold concerning the theory and a
possible instrument. We have seen that the laminar theory predicts the
flow rate very well however a quantification of its accuracy would
require precision gaps accurate at least to a wm. When these are not
available the accuracy of an actual instrument would still be deter-
mined in comparison with a normal of higher precision. From the
experience with stability and reproducibility of the current measure-
ments an accuracy in the sub-1% range seems realistic.

The results could be utilized in designing throttle units like
valves with the intention to get the flow rate from the geometry and
the pressure drop along with the valve itself. When it comes to
separate measuring instruments the proposed piston-cylinder ar-
rangement seems to be appropriate. Its most remarkable property
is the freely floating, selfcentering piston allowing wide measuring
ranges. Evidently, a measuring principle like this based on low
Reynolds number flow involves inevitable pressure drop and is out
of the question for many applications. On the other hand the drop
is not unusual and found in comparable methods like the floating
element meter. It seems that accurate measurements for preferably
small flow rates would be the primary field of application.

Acknowledgment

Part of this work was funded by grant Me 484/29 of Deutsche
Forschungsgemeinschaft (DFG).

References

Fiedler, O., 1992, “Strémungs- und DurchfluBmeRtechnik,” R. Oldenbourg, Verlag,
Miinchen.

Biickle, U., Durst, F., Howe, B., and Melling, A., 1992, “Investigation of a floating
element flowmeter,” Flow Measurement and Instrumentation, Vol. 3(4), pp. 215-225.

Peters, F,, and Kuralt, T.,, 1995, “A Gas Flowmeter of High Linearity,” Flow
Measurement and Instrumentation, Vol. 6(1), pp. 29-32.

Wojtkowiak, J., Kim, W. N., and Hyun, J. M., 1997, “Computations of the Flow
Characteristics of a Rotating-Piston-Type Flowmeter,” Flow Measurement and In-
strumentation, Vol. 8(1), pp. 17-25.

Morsi, S. A., 1976, “The Pad and Quad Resistor—Two Methods of Fluid Flow
Measurements,” Proc. Instn. Mech. Engrs., Vol. 190, p. 205,

Wieners, N., Peters, F., and Merzkirch, W., 1978, “Calibration of a Linear Pad
Resistor,” Flow Measurements of Fluids, By H. H, Dijstelbergen and E. A, Spencer,
eds., pp. 275-278, North-Holland Amsterdam.

Harvill, L. R,, Ifft, S. A., and Thompson, P. A., 1995, “Hydrodynamic Drag on a
V-Cone Flowmeter," Morrison, G. L., ed., Fluid Measurement and Instrumentation,
Vol. 211 FED, ASME, pp. 57-61.

Constantinescu, V. N., 1995, Laminar Viscous Flow, Springer-Verlag.

DECEMBER 1999, Vol. 121 / 761

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Zhigang Feng
Institute of Paper Science and Technology,
Atlanta, GA 30318.

Xiaodong Wang
Department of Mechanical Engineering,
Brooklyn, NY 11201.

Single Jet Mixing at Arbitrary
Angle in Turbulent Tube Flow

An asymptotic procedure is presented to evaluate the tracer trajectory in a two-stream

turbulent pipe mixing unit with an oblique branch. The proposed mixing jet trajectory estimate
near the injection point is compared with the existing experimental data and used to calculate
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1 Introduction

The problem of mixing two fluid streams by turbulent jet injec-
tion into a pipeline has various applications in areas such as
chemical reactions, heat transfer operations, and mixing and com-
bustion processes in industry. As a simple but effective method to
mix two fluids, pipeline mixers have been studied extensively. The
first systematic study was conducted by Chilton and Genereaux
(1930) in which smoke visualization techniques were used to
determine the optimum mixing conditions at a glass tee. Forney
and Kwon (1979) proposed a similarity law, which was derived
from approximate solutions to the equations of motion for the case
of a single, fully developed turbulent jet issuing normally to the
flow. Forney and Lee (1982) further established the importance of
the diameter and velocity ratio for geometrically similar flows.
Maruyama et al. (1981, 1982) studied the jet injection of fluid into
the pipeline over several pipe diameters from the injection point,
and they proposed the standard deviation as a mixing quality
indicator. Ger and Holley (1976) and Fitzgerald and Holley (1981)
conducted some experiments and compared standard deviations of
measured tracer concentrations far downstream from the side tee.
Sroka and Forney (1989) derived a scaling law for the second
moment of the tracer concentration within the pipeline when the
turbulent jet injection is normal to the pipeline.

However, most of the research has been conducted for a con-
figuration in which the jet is normal to the pipeline. In the present
study, we consider a more general case in which the turbulence jet
injects fluid at an angle 8, (0° < 6, < 180°), and we derive
asymptotic solutions for both jet trajectory and tracer concentra-
tion profiles in the near region of the jet injection point. The
proposed analytical solutions are compared with the existing ex-
perimental results for turbulent mixing of two fluid streams at an
oblique branch (Maruyama et al., 1981, 1982) and the analytical
solutions for T-junctions (Forney et al., 1979).

In chemical engineering it is desirable to have the side-issued jet
contact the opposite wall in order to enhance rapid mixing. How-
ever, in the paper industry, the tracer jet is often issued at an angle
6, (45° = 6, = 60°) to avoid contact with the opposite wall and,
in this way, to minimize flow disturbance and pressure pulsation.
The presented analytical solution of the tracer jet trajectory will
provide valuable information on the conditions under which the
tracer jet will contact the opposite wall. In addition, such straight-
forward estimates of jet trajectories can be used to confirm both
experimental and computational data.

Contributed by the Fluids Engineering Division for publication in the JOURNAL OF
Fruns ENGINEERING. Manuscript received by the Fluids Engineering Division April 4,
1998; revised manuscript received August 9, 1999. Associate Technical Editor:
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the critical mixing configurations. In addition, it is shown that the well-known tracer jet profile
can be recovered for the case of a normally issued tracer turbulent jet.

2 Jet Injection at an Arbitrary Angle

2.1 Theory. The configuration of a general pipeline mixer
with an angle 8, is shown in Fig. 1, in which a jet with diameter
d (or radius b, = d/2) issues fluid containing tracer into a tube of
diameter D. The ambient fluid velocity of the tube is v, and the
initial tracer jet velocity is u,. The phenomenon of jet mixing of a
tracer in turbulent tube flow involves two phases. In the initial
stage, the mixing process is dominated by self-induced jet turbu-
lence. After a distance, the jet evolves into a geometrically cen-
tered jet, and the mixing of the tracer is dominated by turbulence
in the main stream. Forney and Kwon (1979) proposed a charac-
teristic length /,,, which represents the distance over which the jet
travels before it bends over in the cross flow. This momentum
length is defined as follows:

du, sin 6,

(D

" v
For convenience, we also introduce the following dimensionless
length:

l./sin 0, u,

R= R (2)
2.2 Field Equations. Our goal is to derive an asymptotic
expression for the jet trajectory at the first stage, i.e., close to the
jet orifice. The governing equations for the present problem in-
clude the conservation of mass and momentum. The well-known
entrainment model first developed by Hoult, Fay, and Forney
(1969) is employed in this paper. The model assumes that there are
two additive entrainment mechanisms, one is due to the tangential
difference between the local jet velocity # and ambient fluid
velocity component parallel to the jet, and the other to the ambient
fluid velocity normal to the jet. For the configuration in Fig. 1, we

can write the conservation of mass as follows:

1 d
55 Io (b%u) = a(u — v cos 6) + B sin 6, 3

where s, 0, u, b, o, and 3 stand for the mixing jet’s arc length,

tangential angle, jet velocity, equivalent cross-sectional radius, and

the tangential and normal entrainment parameters, respectively.
The conservation of tangential momentum can be written as:

d ., d
;1—s(b u?) =vcosea(b2u), 4)
and similarly for the normal momentum, we have
b? @ _ in 6 d b?
wh o= —usin § o (b*u). 5)
The conservation of tracer concentration ¢ gives
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d=2bo

Fig. 1 Two fluid streams mixing at an oblique branch

d 2
7, (cb™u) = 0. )

The boundary conditions at the jet orifice are specified as:

s=0, 6=86, u=wu, b=b, c=c,.

2.3 Asymptotic Solutions. Because we are interested in an
asymptotic expression for the jet trajectory close to the orifice, we
assume that the departure of 6 from 8, is small; furthermore, the
Reynolds number of the orifice is restricted to large values to
ensure jet turbulence, and the effect of buoyancy is neglected.

Under these assumptions, from Eq. (3), we have

bu a0l 7
biu, 4’ )

in which () is a constant given by

cos 6, sin 6,
Q=all - R R ®)
and from Eqs. (4) and (5), we obtain

b*u?* sin @, 9

Pl sne ©)

Furthermore, Eqgs. (§) and (9) give us

de  sin’0 d ub? 0

a5~ T sine,ds \ubi) 10

By integrating Eq. (10), we have, within the first-order approx-

imation,
s
0 =6, — 44 sin® 901_’ (11)
and consequently, by the nature of Eq. (6), we obtain
c 1 12
¢, 1+4Qs/d’ (12

To convert the above expression into cartesian coordinates (x,
z), we introduce the following relations:
dz = ds sin 8 = ds sin (8, + 80)
== ds(sin 0, + cos 6,88), (13)
dx = ds cos 8 = ds cos (0, + 86)
= dsfcos 8, — sin 0,80). (14)

For the region near the orifice, we have

Journal of Fluids Engineering

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

s

60 =0 - .
6=20 N

6, = —4() sin’ § (15)

Integrating Eqs. (13) and (14), we obtain the following two key
parametric equations for the asymptotic jet trajectory:

7= sin 8, — Q sin 0, sin 20,s%/1,, (16)

x = s cos 6, + 2Q sin® 0,5%1,,. (17

Furthermore, the tracer trajectory is given implicitly by the
following relation:
x%cos? B, + xz sin 26, + z2 sin? 6,

L

~m(xsin60—zcosen)=0,

(18)

while the tracer concentration profile, in cartesian coordinates,
becomes

c 1
¢ 1+ R( \/cos2 6, + 8Q sin® 6,x/1,, — cos §,)/sin? 8,
(19

In particular, for the case of normal jet injection, in which 8, =
90°, Eq. (18) reduces to

2

S S 20
22,0 (20
or
Ll r 71
5~ \2la + 20, BIR @b

which is exactly the same result as given by Forney and Kwon
(1979). As pointed out by Forney and Kwon (1979), although Eq.
(21) is restricted to the condition x/I,, << 1, i.e., valid for the
region close to the orifice, a numerical solution obtained by Hoult
and Weil (1972), indicates that the range of validity of Eq. (21) can
be extended away from the orifice, and there are no significant
deviations between the approximate result and the numerical result
until x >> /,,. For the general case of the present problem, further
numerical computation will be needed to confirm the claim that
Eq. (18) can be extended away from the near field region where
x/l, < 1.

2.4 Impact on the Opposite Wall. In chemical engineering,
it is assumed that optimal mixing and reaction take place when the
issued jet impacts the opposite wall, while in the paper industry, in
order to minimize the pressure pulsation and flow disturbance in
the approach flow system, it is desirable to avoid having the jet
impact on the wall. Therefore, the following estimate of those
conditions under which the jet trajectory will intercept the wall,
i.e., the conditions under which there exists a solution of Eq. (16)
yielding an x for z = D, plays an important role in the design of
pipeline mixers.

From Egq. (16), by substituting z = D, we obtain the arc length
s from the start point to the first intercept point with the opposite
wall,

sin 6, — /sin* 8, ~ 4DQ sin 6, sin 26,/1,,
N 20 sin 8, sin 26,/1,, )

N

(22)

The corresponding intercept coordinate x; is then calculated
using Eq. (17). Of course, the existence of such a solution requires
that

d .
R —sin? 6, = 8 cos 6,1},

D (23)
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Fig. 2 Mixing stream trajectories near the injection points at different angles. For the bottom-right case,
d=0.8cm, D=5.1cm, R = 3.9; for the other cases, d = 1.3 cem, D= 5.1cm, R = 4.0.

where the equal sign yields the critical jet injection angle at which
the impact on the opposite wall will happen.
From Eqgs. (16) and (17), we also obtain

(24)

Therefore, we may conclude that x; > D ctan 6,, which is
consistent with the fact that the nearest possible position at which
the jet can impact the opposite tube wall is D ctan 0,, when the
tube ambient fluid velocity v = 0.

x sin 8, — z cos 6, = 2Q sin® 8,5%1,,.

2.5 Correlation of Data. The solutions of the two paramet-
ric equations for the asymptotic jet trajectory Eqgs. (16) and (17) are
plotted and compared with the experimental data of Maruyama et
al, (1981, 1982). The comparison with seven branch angles cov-
ering the range from 30° ~ 150° is shown in Fig. 2. The tangential

764 / Vol. 121, DECEMBER 1999

and normal entrainment coefficients are chosen as o = 0.11 and
B = 0.6, which are the so-called universal constants discussed in
(Hoult et al., 1969) (Hoult and Weil, 1972). Moreover, Hoult and
Weil (1972) also concluded that the entrainment constants have
constant values which for « is known to within 20 per cent
accuracy and for $ is to 25 per cent accuracy.

The experimental data represent hot-wire anemometer mea-
surements of maximum jet velocities and, in this case, may not
represent the geometric center of the jet, and they are the
actually measured data reported in detail in Maruyama et al.
(1981, 1982). We find that the correlation is good for branch
angles 6, =< 90° while the asymptotic solutions deviate signif-
icantly from the measured data for 8, > 90°. Our understand-
ing is that in the latter case, the jet is projected upstream and
turns abruptly near the origin, and the assumption of small
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deviation of @ from 6, is violated. Nevertheless, the fact that
in all branch angle cases the predicted trajectories match with
the experimental measurements near the injection point con-
firms the assumption we use in deriving the parametric equa-
tions (16) and (17), which in fact explains the reason why we
only present the asymptotic solutions near the injection point.
Finally, we note that the real jet trajectory will bend down when
it experiences the effects or existence of the opposite wall and
the asymptotic estimate of the impact point is on the conserva-
tive side.

3 Conclusion

The problem of a turbulent jet in a crossflow at an arbitrary
injection angle is studied analytically. By employing the entrain-
ment model and exploring the conservation equations of mass,
momentum, and tracer, we derived asymptotic solutions for jet
trajectory and tracer concentration of a region close to the jet
injection point under the assumptions of a near region where
ambient turbulence on the mixing process can be neglected relative
to jet-induced turbulence. The proposed asymptotic solutions are
straightforward and match well with the existing experimental
data. In addition, a critical jet injection angle estimate is also
presented.
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in a Swirling, Coaxial Jet

A passive particle dispersion control technique was investigated in which longitudinal
vortices were injected into a developing coaxial swirling jet with sufficient annular swirl

for flow recirculation to occur. Four vortex generators, separated by 90 degrees and
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placed along the outside of the annular nozzle, injected vorticity opposite in sign to the
mean swirl, significantly altering the structure of the swirling jet. The injected vorticity
competed with the mean swirl to reduce azimuthal particle flinging and to disrupt the
development of the vortex rings in the outer shear layer. Axial flow visualization showed
the formation of axial structures at the forcing frequency but considerable azimuthal
asymmetry. Horizontal cross sections showed a four-lobed structure which persisted in the

natural jet for at least eight inner jet diameters. The particle concentration field was
measured using digital processing of pulsed laser sheet images. Outward radial particle
dispersion reduced while inward dispersion toward the jet centerline increased indicating
that the injected vorticity sufficiently reduced particle flinging by large-scale vortices.

Introduction

Coaxial jets, in which an annular jet with or without swirl
surrounds a central round jet, arise in many applications. In pul-
verized coal utility boilers, a typical flow configuration consists of
a central, coal-laden jet surrounded by one or several swirling
annular streams. The present authors (Wicker and Eaton, 1994)
previously showed that nearly axisymmetric vortex rings exist, at
least intermittently, in a natural coaxial swirling free jet, and that
these vortex rings produce instantaneous regions of high particle
concentration, The vortex rings could be organized and strength-
ened using plane wave excitation allowing detailed examination of
particle interaction with the vortex rings. It was found that particles
were preferentially concentrated between vortex rings and were
flung outward on the downstream side of each vortex ring in
results similar to the single jet studies of Longmire and Eaton
(1992). Coal combustion research has shown that the conversion of
nitrogen containing species to NO, strongly depends on the local
stoichiometry. It thus seems desirable to control both the prefer-
ential concentration of particles into clumps and the flinging of
particles away from the flame zone.

Our previous work showed that active control of the vortex
structures using acoustic forcing is possible. However, passive
control techniques involving only changes to the geometry of the
jet nozzle are preferred in applications. Thus, the current investi-
gation examines a passive control strategy that might provide an
effective means for particle dispersion control.

Numerous passive control techniques for single jets have been
reported in the literature. Most of these techniques involve the
injection or formation of longitudinal vortices in the jet shear layer.
For example, longitudinal vortices are formed in an elliptic jet due
to asymmetric self-induction of the vortex ring structures (e.g., Ho
and Gutmark, 1987; Hussain and Husain, 1989). In triangular and
square jets, the large-scale vortices form along the sides, with
small-scale mixing occurring at the vertices. Quinn (1992) found
counter-rotating pairs of longitudinal vortices emanating from the
corners of a square jet which helped explain the increased mixing
rates when compared to round jets.
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Jet characteristics can be similarly altered by maintaining a
round jet cross-section but varying the axial location of the jet exit
around the jet circumference. Wlezien and Kibens (1986) and
Kibens and Wlezien (1985) studied jets issuing from inclined and
stepped nozzles, referred to as “indeterminate origin” nozzles, for
forced and natural flow. They found the nonplanar nozzles to
effectively distort the flow from axisymmetry, producing large
changes in near-field entrainment. Longmire et al. (1992) used
crown-shaped nozzles (non-planar exits with no inclination rela-
tive to the flow) to introduce strong longitudinal vorticity into the
jet shear layer in an attempt to control particle dispersion in a
single round jet. This caused rapid spreading of the fluid and a
highly asymmetric structure. The particle concentration field was
only weakly affected because the time-scale of the longitudinal
vortices was too short to produce significant motions of the heavy
particles.

More “control” over the longitudinal vorticity might be pro-
vided by directly injecting the longitudinal vorticity into the flow
field through the use of small tabs or vortex generators. Tabs have
been recognized for a number of years for their ability to eliminate
screech from supersonic nozzles (e.g., Powell, 1953 and Tanna,
1977), and have received considerable recent attention. It has been
fairly well established that the flow obstructions inject streamwise
vorticity in the flow which interacts with the naturally occurring
structures, altering near field vortex dynamics. Rectangular and
triangular tabs inject a pair of counter-rotating vortices into the
flow while half delta wing generators inject single vortices. The
effects of various configurations have been studied by Zaman et al.
(1994), Rogers and Parekh (1994), Carletti and Rogers (1994),
Carletti et al. (1993), and Surks et al. (1992, 1994). The experi-
ments of most interest in the present case are the ones by Surks et
al. (1992, 1994) who found the greatest increase in mixing using
four equally spaced generators all producing vortices of the same
sign.

In many situations, the presence of the longitudinal vortices
accounts for increased near field mixing between the jet and
ambient fluid. However, our goal is to reduce the flinging of
particles by the large-scale structures present in the outer shear
layer. The large-scale structures can fling individual particles com-
pletely free of the outer shear layer. In combustion applications,
the flung particles would react in an uncontrolled, locally fuel-lean
environment. Therefore, we have attempted to maintain effective
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gas-phase mixing while changing the scale and orientation of the
dominant shear layer eddies.

The specific objectives of this work were to explore the use of
delta-wing vortex generators to control particle dispersion in swirl-
ing, co-flowing jets. We were particularly interested in the effect of
the longitudinal vortices on the large-scale vortex rings which
cause non-uniform dispersion by particle flinging and preferential
particle concentration. Our previous research has shown that large-
scale vortex rings are present in the natural jet. However, since the
natural rings appear at random times with random spacings, the
effects are difficult to quantify. In the work described herein,
acoustic forcing is used to organize the vortex ring structure of the
jet. The forcing both enhances and phase-locks the vortex rings,
which has two consequences. First, the enhancement of the vortex
ring strength provides a more severe test case for the use of
longitudinal vortices for passive control. The forcing also facili-
tates the experiments by allowing the effects of the longitudinal
vortices to be measured at specific phases of the vortex ring
evolution.

The forced, coaxial swirling jet with longitudinal vortex injec-
tion has many free parameters including the jet Reynolds number,
core/annular velocity ratio, core/annular diameter ratio, and swirl
number, the forcing frequency and amplitude, and the vortex
generator size, number, and angle of attack. A comprehensive
study of the parameter space would be a huge undertaking. We
studied instead a single case in detail where the jet parameters
were chosen to produce a stable central recirculation zone with all
of the jet parameters in the range characteristic of industrial
burners. The forcing was chosen to produce vortex rings similar to
naturally occurring ones, but phase-locked to allow detailed study.
The vortex generators were chosen based on previous experience
with simpler jets. The goal then of this study was to determine if
longitudinal vortex injection could be used to reduce particle
flinging, leaving optimization of the configuration, and a full
understanding of the vortex structure for later studies.

Experimental Facility and Techniques

The coaxial jet facility is shown in Fig. 1. Compressed air
entered the flow facility through three separately metered lines: the
inner flow line, the annular flow line and/or the smoke flow line.
The inner flow was directed to the ceiling of the flow facility where
an Accurate Model 302 screw feeder was used for particle injec-
tion. The coaxial jet issued into the ambient fluid through concen-
tric round nozzles with coplanar exits. The inner flow was supplied
from a 5-cm diameter plenum chamber exiting through a 6.45:1
area contraction aluminum nozzle with a 2-cm exit diameter.
Tangential plus axial injectors, connected to the 158-cm?® annular
plenum chamber, were used to supply the swirling annular flow.
The annular flow exited a 6.30:1 area contraction nozzle with a
6-cm exit diameter. All nozzle profiles were specified by fifth-
order polynomial curve fits with zero slope and curvature specified
at their respective inlet and exit. The inner nozzle had a knife edge
exit boundary condition resulting from a 15° chamfer on the outer
surface. Thus, the annular exit width was 2-cm, yielding an outer-

particle injection line

particle
feeder

ceiling bypass line [ T]
| [Er
i inner audio
Ir;mer speaker
- (not shown)
axial outer audio
manifoldl speaker
tangential i vertical
manifold ‘ traverse
U Y
smoke Innteg_nozzle. "
chamber exit diameter: 2 cm.
outer nozzle

exit diameter: 6 cm

i optical table

Fig. 1 Coaxial Jet facility

to-inner exit diameter ratio and area ratio of three and eight,
respectively. A single baseline flow condition was used for all the
work reported here. This consisted of an inner jet bulk velocity of
10 m/s (Re; = 13,000), velocity ratio, U,/U,, of 1.15, and swirl
number of 0.92, measured without the vortex generators installed.
Additional details of the jet apparatus can be found in Wicker and
Eaton (1994).

A Draco 8-in audio speaker attached to the top of the annular
plenum chamber provided annular plenum chamber excitation. An
IBM XT computer with a Data Translation DT 2801 series board
was used to supply the acoustic driver with a periodic waveform
using one of its two D/A channels. The computer-generated wave-
form was low-pass filtered with a Frequency Devices Model 901F
filter and amplified with a Sony STR-AV210 amplifier prior to
being sent to the driver. The other D/A channel was used to trigger
the laser at a specific phase in the forcing cycle for flow visual-
ization. Sinusoidal forcing at a frequency of 50 Hz was used for all
the experiments reported here. The excitation was adjusted to
produce a set velocity fluctuation, u,/U,, of 20% measured at the
exit plane of the jet (the natural annular jet exit turbulence inten-
sity, u,/U,, was 10%). .

The particles used were Ferro Cataphote class III MS-XL glass
shot of 90 wm nominal diameter. The particle size distribution was
measured with a Coulter counter yielding a particle number mean
diameter of 86.1 wm with a 12.5 um standard deviation. The
particle time constant based on the nominal diameter of 90 pm and
Stokes flow is 62 ms. Corrected for nonlinear drag, the time
constant is 48 ms, corresponding to a Stokes number of 2.4 based
on the forcing frequency. The particle feeder was set to inject 22.7
grams/min of the 90 wm particles, which corresponded to a 10%

Nomenclature

D = jet exit diameter U = fluid velocity 7, = fluid time scale
G, = axial flux of angular momentum U, = bulk inner jet exit velocity T, = particle time constant
G, = axial flux of axial momentum (= 10 m/s) .

N; = total number of particles U, = bulk annular jet exit velocity Subscripts

R = jet exit radius (= 11.5 m/s) i = inner jet

Re = Reynolds number f = forcing frequency o = annular jet

S = swirl number; § = G4/R,G, r = radial coordinate r = radial coordinate
St, = Strouhal number; St = fD/U x = axial coordinate x = axial coordinate

St, = Stokes number; St, = T,/7; 6 = azimuthal coordinate # = azimuthal coordinate

¢ = forcing frequency phase angle
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mass loading ratio (mass flux particles/mass flux inner air). Al-
though the particle feeder was extremely accurate over long time-
averages, comparisons of instantaneous photographs showed vari-
ations in the total number of particles from picture-to-picture.
Uncertainty in instantaneous number flux based on comparison of
the number of identified particles in 32 instantaneous photographs
yielded an estimate of 10% for a 95% confidence interval. Since
the particle loadings were low enough not to affect the turbulence
structure and at least fifty independent images were averaged to
obtain particle concentrations, the *10% variation in instanta-
neous particle concentration was not expected to alter the results.

The vortex generator assembly and specifications are shown in
Fig. 2. Nominal dimensions were as follows: 1.52-cm height, 1-cm
width and 15 deg angle from vertical. The surface that contacts the
contoured nozzle was ground to fit the nozzle wall. The vortex
generators were held firmly against the face of the annular nozzle
with a 0.25-cm thick aluminum mounting plate that could be
rotated about the jet centerline to facilitate flow field asymmetry
measurements. Measured flow angles at the outer edge of the
annular nozzle were approximately 45 deg, which yielded a 30 deg
vortex generator angle of attack. Surks et al. (1992) used a similar
configuration for a single round jet and found that 30 deg angle of
attack provided greater entrainment and mixing when compared to
20 deg angle of attack. The above configuration resulted in longi-
tudinal vorticity from the vortex generators which was opposite in
sign to the mean annular swirl.

The laser sheet used for flow visualization was produced by one
of two lasers: a Plasma Kinetics 151, 10 Watt copper vapor laser
or a Continuum Minilite Nd:YAG laser. Both lasers could be
triggered externally so that a single laser pulse could be captured
on film. The laser pulse width for both lasers was sufficiently short
to freeze the flow (30 ns for the copper vapor laser and 3-5 ns for
the Nd:YAG laser). All of the images were captured on TMAX
3200 black and white film push processed to 6400 using a Nikon
FE2 35 mm camera with a Micro-Nikkor 2.8, 55 mm lens.

The particle concentration field was investigated by taking in-
stantaneous or phase-locked particle-laden images, printing the
photographs on photographic paper, then scanning the photographs
using a 8-bit Hewlett Packard ScanJet Plus scanner with a maxi-
mum resolution of 118 dots per cm. This resolution roughly
corresponded to 45 dots per cm in the actual flow field. This value
was a function of the distance from the camera to the illuminated
plane and the magnification used in the printing process. Typical
scanned particle sizes ranged from two to 100 pixels depending on
the actual particle size, the particle location in the laser sheet and
the actual size of the image field. If a particle was located toward
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an edge of the laser sheet, it appeared smaller than a comparable
particle located in the center of the sheet.

For the 90 um particles used in this study, individual projected
particle images printed on 4-in by 6-in Kodak Royal paper were
large enough to be scanned and processed. After scanning the
photographs, software was used to identify the position, size and
moment of inertia for each particle in the photograph. During the
search routine, once an on pixel was identified, the on pixel’s four
nearest neighbors were also searched; the corners were neglected.
If an adjacent on pixel was identified, its nearest neighbors were
also searched. The search continued until all adjacent on pixels
were identified and the particle’s centroid, pixel area and moment
of inertia were calculated. These pixels were then turned off and
the search for other particles continued until all on pixels had been
turned off. A maximum particle size of 1000 contiguous on pixels
was allowed. Even in the highest concentration regions in the flow,
this criteria was not met. However, in high particle concentration
regions, there was significant overlapping of particles. Due to the
wide variation of particle concentration in the flow, it was decided
to avoid developing a complicated discrimination scheme to de-
termine the number of particles corresponding to the identified
number of pixels and moment of inertia. Therefore, in high con-
centration regions where overlapping particles would be expected,
results are biased toward smaller and more uniform concentrations.

Particle locations were put in proper jet coordinates using ref-
erence marks in the images. Two pins at a known separation and
distance from the jet intersected the light sheet. The approximate
size and location of the pins on the images were sufficient to
identify the reference marks. Every particle location identified was
rotated, translated and scaled based on the orientation of the
reference mark centroids to put it in a consistent coordinate sys-
tem. With each particle image in proper jet coordinates, additional
images corresponding to the same flow condition could be super-
imposed for analysis. To determine particle concentration, the
superimposed images were divided into a uniform spatial grid and
the number of particles per grid was counted. Particles with par-
ticle positions that did not coincide with a grid point were frac-
tionally assigned to the four nearest grid points. The resulting
particle concentration per image was also normalized by the total
number of particles identified in the image as well as the laser
sheet thickness. The grid spacing was selected to be 10 mm which
corresponded to one inner jet radius (1 D). Approximately, 750
particles were identified in each full field photograph. For the
interested reader, further details of the particle concentration mea-
surement technique can be found in Wicker and Eaton (1994).

Two methods will be used in the following to present the
normalized particle concentration results. First, differences in nor-
malized particle concentrations between the forced jet and the
natural jet were calculated simply by subtracting the normalized
particle concentrations at each location in the grid. Contours of
these “forced minus natural” normalized particle concentrations
provide information about the particle dispersion effectiveness of
the forced jet. All images used in the comparisons were taken
consecutively to remove possible errors due to sheet location, flow
condition, etc. Second, normalized particle concentrations for two
phases in a forcing cycle 180 deg apart were subtracted. Contours
of these single frequency, two phase (“forced minus forced”)
subtractions provide information about preferential concentration
(since the physical location of the large-scale vortex ring is a
function of the phase of the forcing cycle).

Typically, 15,000 total particles were identified in a set of
images, so the minimum and maximum contour levels correspond
to differences of approximately 4 and 75 particles, respectively.
For particles assumed to be uniformly distributed within the grid,
there would be approximately 6 particles at each grid location.
However, in the actual flow field, the particle distribution was
extremely non-uniform, due to preferential particle concentrations.
Individual grid point particle concentrations resulting from a sum
of all the images varied from zero to as high as 280 particles on the
jet centerline in the stagnation region.
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Fig. 3 Jet axial velocity distribution at XD, = 1. Vortex generators
located at 6 = 0, 90, 180, 270 deg. (Top) Vector and contour plot of
velocity distribution. (Bottom) Axial velocity profiles along two radial
lines (30 deg, 60 deg). The probe calibration was accurate to 0.3 degree
for yaw and pitch angles. Total uncertainties in reported mean velocity
magnitudes are expected to be less than 3% with a 95% confidence
interval in the majority of the flow (uncertainties can be higher in large
velocity gradient regions, see Wicker and Eaton, 1994).

Results

Initial Condition. The jet exit conditions were measured us-
ing a five hole probe placed at x/D; = 1, and the velocity field was
measured at 6 = 0 to 90 deg in 10 deg increments, where vortex
generators were located at 6 = 0, 90, 180, and 270 deg. Details of
the five hole probe and the measurement procedure can be found
in Wicker and Eaton (1994). Figure 3 shows the measured velocity
distribution, normalized by the bulk inner jet exit velocity of 10
m/s. Contours of axial velocity are given along with the vectors
representing the vector sum of the radial and azimuthal velocities.
The longitudinal vortex produced by the vortex generator is lo-
cated in the velocity deficit region in the annular flow. The min-
imum measured axial velocity in this region was 3 m/s, which is
below the inner flow axial velocity of 5 m/s at this location and
well below the annular axial velocity of approximately 13 m/s. The
low inner flow axial velocity at this axial location is a result of the
adverse pressure gradient and rapid radial growth of the inner jet
(see Wicker and Eaton, 1994).

The velocity data in Fig. 3 were used to calculate the axial
vorticity distribution and the results are given in Fig. 4. Axial
vorticity into the page has been shaded to show that the vortex
generators were injecting a single sign of vorticity opposite in sign
to the mean swirl. The highest axial vorticity is contained in the
shear layer between the outer swirling and inner non-swirling jets.
The location of the highest vorticity into the page coincides with
the maximum axial velocity deficit in Fig. 3.

Flow Visualization. To determine the effect of the injected
longitudinal vorticity on the structure of the swirling jet, smoke
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Fig. 4 Jet axial vorticity distribution at x/D, = 1. Vortex generators
located at @ = 0, 90, 180, 270 deg. Axial vorticity into the page shaded to
illustrate the sign of the injected vorticity.

seeded flow visualization was performed using axial as well as
horizontal cuts of the flow. It was anticipated that the longitudinal
vorticity would disrupt the natural development of the axial vortex
rings. The flow without vortex generators had been previously
found by Wicker and Eaton (1994) to respond to 50 Hz forcing,
forming axisymmetric structures similar to those found in single
axisymmetric shear layers. Axial cuts of the flow for f = 50 Hz
and ¢ = 0 deg and 180 deg are contained in Fig. 5. The figure
contains phase-averaged images with annular smoke seeding for

(a) (b)

\(5) \(E‘

Fig. 5 Phase-averaged axially excited smoke flow visualization with
annular seeding: (a) VG-0 deg, ¢ = 0 deg, (b) VG-0 deg, ¢ = 180 deg, (c)
VG-45 deg, ¢ = 0 deg, (d) VG-45 deg, ¢ = 180 deg.

DECEMBER 1999, Vol. 121 / 769

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(©) (d)

Fig. 6 Instantaneous smoke flow visualization of the natural jet with
vortex generators, annular smoke seeding, and horizontal cross sec-
tions: (a) x/D; = 2, (b) xID, = 4, (¢) x/D, = 6, (d) x/D, = 8.

the two forcing phases and two vortex generator positions. VG-0
deg refers to the vortex generators positioned at § = 0, 90, 180,
and 270 deg and VG-45 deg refers to the vortex generators
positioned at 6 = 45, 135, 225 and 315 deg.

The axial cuts show the appearance of an apparent axisymmetric
structure similar to the ones found in the jet without vortex
generators, although a comparison of the images suggests flow
asymmetry. For VG-0 deg (Fig. 5(a)), the first vortex is located at
approximately x/D; = 1.6 and the second vortex appears to be
located at x/D; = 5.3. These locations are close to the ones
identified in the images without vortex generators. However, for

VG-45 deg contained in Figs. 5(c) and 5(d), the first vortex
appears to be located at x/D; = 2.5, indicating that the vortex ring
is tilted by the vortex generators. The appearance of the second
vortex in Fig. 5(c) (x/D; = 5.5) is not significantly different from
the second vortex in Fig. 5(a) (VG-0 deg), suggesting that the
effect of the vortex generators is not sufficiently strong to break up
the vortex rings. The similarity of the ¢ = 180 deg forcing
conditions (Figs. 5(b) and 5(d)) further suggests that the effects of
the vortex generators are confined to regions close to the nozzle
exit, say, x/D; < 3.

To more completely determine the effects of the vortex gener-
ators on the swirling jet structure, horizontal flow visualization was
performed at axial stations of x/D; = 2, 4, 6 and 8 for the natural
and forced flow with and without the vortex generators. The
horizontal flow visualization represents instantaneous cross sec-
tions of the flow, and clearly shows the widely varying turbulent
scales and extremely complex characteristics of the switling jet. In
the natural jet, the onset of recirculation is slightly before x/D; =
2 and the recirculation zone closes between x/D; = 5 and 6 (see
Wicker and Eaton, 1994), ]

Figure 6 contains natural jet images with vortex generators
installed for the four axial locations. The effect of the four vortex
generators can be seen quite clearly. At x/D; = 2, the annular jet
and the inner jet have four distinct lobes that appear symmetrical.
It is believed that the dark regions in the image correspond to
entrained ambient fluid due to flow in the longitudinal vortex
toward the jet centerline. The four lobed jet structure remains
evident at the downstream axial locations, but has become highly
asymmetrical. This effect is most likely a result of the rotation of
the four lobed structure due to the mean swirl. By x/D; = 8, there
is still evidence of the vortex generators effects, but the structure
has become highly turbulent.

Particle Concentration Field. Particle concentration mea-
surements were made on two axial slices of the flow separated by
45 degrees in azimuth. Figure 7 presents concentration data for
three cases, the forced jet with no vortex generators, the forced jet
with vortex generators measured at zero azimuthal angle, and the
forced jet with vortex generators measured at a 45 degree azi-
muthal angle. In each case, the normalized concentration distribu-
tion for the natural (unforced) jet with no vortex generators has
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Fig. 7 Normalized particle number density subtractions for the phase-averaged forced jet minus the
time-averaged natural jet: (a) without vortex generators, (b) VG-0 deg,. (c) VG-45 deg. Contour levels:
+0,00025, 0.0005, 0.001, 0.002, 0.003, 0.004, and 0.005. Area enclosed by third lowest contour level (:0.001)
is shaded for convenience. Calculated statistical uncertainties in contour levels are 10% near the jet
centerline and as high as 25% near the edge of the jet (e.g., near r/D, = 2.0, /D, = 4.0).
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Fig. 8 Phase-averaged normalized particle number density subtrac-
tions for the forced (¢ = 0 deg) minus forced (¢ = 180 deg) jet: (a) VG-0
deg, (b) VG-45 deg. Contour levels: +0.00025, 0.0005, 0.001, 0.002, 0.003,
0.004, and 0.005. Area enclosed by third lowest contour level (+0.001) is
shaded for convenience. Calculated statistical uncertaintles in contour
levels are 10% near the jet centerline and as high as 25% near the edge
of the jet (e.g., near r/D, = 2.0, x/D; = 4.0).

been subtracted to emphasize the differences from this base state.
All three sets of data were acquired at forcing phase, ¢ = 180 deg.
The solid contour lines represent regions in the flow where the
normalized particle number density in the forced jet exceeds that in
the natural jet, and dashed contours represent the opposite case.
Without the vortex generators (Fig. 7(a)), the forced jet appears to
more effectively disperse particles radially when compared to the
natural jet. Also, the highest concentration regions in the forced jet
shown by the solid contour lines illustrate preferential particle
concentrations at x/D; = 3 and 6, associated with the vortex rings.
This corresponds to the finding of Longmire and Eaton (1992) in
a simple forced jet indicating that even in this complex jet, the
particle transport is dominated by vortex rings.

The corresponding particle concentration subtractions for VG-0
deg and VG-45 deg are shown in Figs. 7(b) and 7(c), respectively.
Comparison of Figs. 7(b) and 7(c) to Fig. 7(a) shows a marked
difference. Without vortex generators, preferential particle concen-
trations and increased radial particle dispersion were clearly indi-
cated. With vortex generators, the forcing does not increase the
radial dispersion, leaving more particles concentrated near the
centerline. The three dimensional perturbations induced by the
vortex generators apparently weaken the vortex rings since they no
longer have a large effect on the particle motion. The large axial
velocity variations seen in Fig. 3 produce azimuthal variations in
the vortex core position as seen in Fig. 5. A distorted vortex ring
is subject to self-induced stretching which reduces the length scale
of the vortices. Also, the longitudinal vortices induce an azimuth-
ally non-uniform radial velocity which further distorts the vortex
rings (Fig. 6). The net effect is to substantially reduce the radial
flinging of particles by the vortex rings.

To better illustrate preferential particle concentrations, particle
concentration subtractions were performed on the forced jet at two
different phases in the forcing cycle separated by 180 deg. Figure
8 illustrates these forced minus forced normalized particle subtrac-
tions. The solid contour lines represent regions in the flow where
the normalized particle number density for the ¢ = O deg phase
exceeds the ¢ = 180 deg phase, and the dashed contours represent
the opposite case. A comparison of Figs. 8(a) and 8() indicates
flow asymmetry. The first region where the particle concentration
for ¢ = 0 deg is greater than ¢ = 180 deg in Fig. 8(a) is at x/D; =
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4, while it is located at x/D; = 3.5 in Fig. 8(b). The second
appearance of ¢ = 0 deg greater than ¢ = 180 deg is approxi-
mately at the same location (x/D; = 6), indicating decreasing
asymmetry with axial distance. This reinforces the conclusion that
three dimensional perturbations induced by the VGs cause three
dimensionality of the vortex rings thus modifying their effects on
the particle motion.

Conclusions

Four vortex generators, separated by 90 degrees and placed in
the outer nozzle, significantly altered the structure of the swirling
jet. The vortex generators injected longitudinal vorticity and dis-
rupted the development of the axial vortex rings, thereby reducing
radial particle dispersion and particle flinging. The injected longi-
tudinal vorticity was opposite in sign to the mean swirl so as not
to increase the likelihood of particle flinging by the longitudinal
vortices themselves. Axial flow visualization showed the forma-
tion of the axial structures at the forcing frequency but consider-
able azimuthal asymmetry. Horizontal cross sections showed a
four lobed structure which persisted in the natural jet for at least
eight inner jet diameters.

To examine the effectiveness of the vortex generators on reduc-
ing particle dispersion, the flow was perturbed and axial particle
images were obtained and analyzed at two azimuthal jet cross
sections. The vortex generators significantly altered the signature
of the particle concentration field. The forced jet did not disperse
particles radially more effectively than the natural jet, although it
appeared to increase the dispersion toward the jet centerline. The
particle concentrations at the two cross-sections suggested azi-
muthal asymmetry in the particle concentration field. In general,
preferential particle concentrations remain but the large-scale
structures do not appear to significantly increase the radial particle
dispersion. It is concluded that the initial asymmetry in the axial
structures due to the injected longitudinal vorticity was sufficient
to disrupt the effectiveness of the vortex rings to disperse particles
radially. We further believe that the observations of preferential
concentration by vortex structures in the forced jet are relevant to
particle interactions with naturally formed structures in the un-
forced jet. Thus, the ability of the vortex generators to reduce
particle flinging by vortex rings may be important in practical
applications.
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1 Introduction

Cavitation on ship propeller blades is a major source of noise
and vibrations. In order to prevent excessive noise and vibrations,
either cavitation has to be eliminated entirely or its behavior has to
be controlled. Since for reasons of efficiency the propeller always
operates in the wake of the hull, which is highly nonuniform,
cavitation can generally not be avoided. The increasing speed and
power installed in ships nowadays make the problems worse. It is
therefore important to control the dynamic behavior of cavitation.

Cavitation on a ship propeller is three-dimensional and un-
steady. The inflow variations into the propeller have a low fre-
quency, however. Although the blade loading is highly unsteady
and has to be calculated as such, it seams acceptable as a first
approximation to consider the cavity as quasi-steady. Only few
authors have investigated the three-dimensional characteristics of
cavity flow (e.g., de Lange (1996), Kinnas and Fine (1993)). Most
attention has been given to two-dimensional cavity flows. Excel-
lent reviews of the research on cavity flows have been given by
Wu (1972) and Uhlman (1987). The classic linear solution of
cavity flow around a hydrofoil by Tulin (1980), Wu (1956), and
Geurst (1959) was modified by Kinnas (1991) to predict the
leading edge partial cavity flow. Different from traditional linear
method, this method predicts the cavity length to decrease with an
increase of foil thickness. A systematic investigation from 2-D foil
to 3-D propeller cavitation has been performed recently at MIT by
Kinnas and Fine (1990, 1992 and 1993). A so-called split-panel
technique is used to avoid re-paneling of the cavity-foil surface. At
the end of the cavity, a simple algebraic expression of the pressure
recovery is empirically enforced over a given range of the cavity
length with this method. But this approach of artificial recovery
may influence the final results. Also, the detailed flow structure at
the trailing edge of the cavity is ignored and no insight is obtained
in its behavior.

In real flow a re-entrant jet will occur, especially in two-
dimensional flow. The formation of such a jet determines the
shedding of cloud cavitation and the subsequent generation of
noise by the cloud’s implosion. The re-entrant jet also influences
the volume of the cavity. In this paper a method is developed to
numerically predict the re-entrant jet at the end of a two-
dimensional cavity and to assess its effect on the cavity shape and
volume.

In our investigation, a potential based lower order panel method
is used. A re-entrant jet cross section is introduced as a boundary
of the problem, on which surface a normal velocity into the cavity
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Re-Entrant Jet Modeling of
Partial Cavity Flow on Two-
Dimensional Hydrofoils

A potential based panel method is developed to predict the partial cavity flow on
two-dimensional hydrofoil sections. The Dirichlet type dynamic boundary condition on the
cavity surface and the Neumann type kinematic boundary condition on the wetted section
surface are enforced. A re-entrant jet cavity termination model is introduced. A validation
is accomplished by comparing the present calculations with cavitation experiments of a
modified Joukowsky foil and a NACA 66(MOD) a = 0.8 section.

is prescribed which equals the free-stream velocity on the cavity
surface. A Dirichlet dynamic boundary condition is enforced on
the cavity surface, and Neumann boundary conditions are enforced
both on the jet boundary and on the wetted surface of the foil
section. An initial cavity surface is assumed and then iterated. The
kinematic boundary condition on the cavity surface is satisfied by
iterating the cavity length and shape. Upon convergence, both the
dynamic and kinematic boundary conditions on the cavity surface
are satisfied and a re-entrant jet with a certain thickness is auto-
matically formed.

2 Mathematical Formulation

2.1 Expression of the Problem. Consider a cavity flow
around a two-dimensional foil section in an unbounded fluid as
shown in Fig. 1. The inflow V, has an angle of incidence « to the
nose-tail line of the foil section. A steady partial cavity is formed
on the surface of the foil when the ambient pressure is lower than
the cavitation inception pressure, which can be taken as the vapor
pressure. A re-entrant jet is formed at the end of the cavity and
flows inward to the cavity with the same speed as the speed on the
cavity surface. Let us suppose that the re-entrant jet flows through
an intersection surface of the jet (S; in Fig. 1) and disappears. Then
the flow around the cavity and the foil can be treated as an inviscid
fluid flow field with a total potential ® that satisfies the Laplace
equation. The universal solution of the Laplacian for the distur-
bance potential ¢ can be obtained by Green’s identity on a closed
boundary. Since the two-dimensional flow field around the foil
section is not a simple connected zone, a cut has to be introduced
to connect the foil trailing edge to infinity. A boundary condition
should also be enforced on this cut. Then we have,

_ ad de
27, = ¢ Inr,,ds— n Inr,,ds (€))]

N N

where, § = §, + 8§, + S, + §;, q is a point on the boundary §
and p is a point in the field.

Instead of developing a singularity distribution code based on
the induced velocity, we developed a potential based panel code
subjected to a mixed boundary condition of Dirichlet and Neu-
mann.

2.2 Boundary Conditions. The kinematic boundary condi-
tion on the surface of the cavity and the foil are as follows,

n'Vd=0 onS,andS, ?2)

So the boundary condition for the perturbation potential is,
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Fig. 1 Partially cavitating hydrofoil with re-entrant jet

d¢
—=-n*'V,

i on §, and S, (3)

where, n denotes the outward normal unit vector both on the foil
surface and on the cavity surface.

A dynamic boundary condition is also needed on the cavity
surface that states the pressure on the cavity surface to be constant
for the steady cavity flow and equal to the vapor pressure p,

P =P 4)

To prescribe easily the pressure in terms of velocity on the
cavity surface, an alternative expression is used. Consider a curved
coordinate s along the cavity surface starting from the detachment
point s, of the cavity near the leading edge toward the end of the

cavity. Then,
VC=V(I)'t=V0\[1+0' (5)

where, t denotes the tangential unit vector on the cavity surface
along s. Then,

de N
So=Vori(s) + VoT+ o onS.. ©)

Integrating from the detachment point to any points on the
cavity, we get the prescribed potential on the cavity surface based
on the potential at s,

o(s) = f‘ [Voyl + 0 — Vo t(s)]ds + @o(so) onS.. (7

On the jet cross section §;, only the kinematic boundary con-
dition is needed, which is,

Vd-n= -V, (8)

where n is the normal unit vector on the jet boundary toward the
fluid field. For the perturbation potential, we have,

ad
5%:—VO\/T—%-AU-—VO-n onS;. )]

On the wake suiface S, the velocity in magnitude is considered
to be continuous while the potential has a jump across the wake,
but is kept constant along the wake from the trailing edge to
infinity. It is expressed in the perturbation potential as,

do  d¢
anT = an—_ on Sw (10)
Ap=0,— @, onS, (11

where Ag is the potential jump across the wake surface and
superscripts + and — denote the variables on the upper and lower
surface of the wake, respectively.

A Kutta condition is enforced at the trailing edge to keep the
velocity at the trailing edge finite.

At the detachment point of the cavity, a so-called Brillouin-
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Villat condition is always demanded in potential flow, which states
that the curvature of the cavity surface at the detachment point
must be continuous with the curvature of the foil surface at the
same position. In real flow, it has been found e.g., by Shen and
Peterson (1978) that the detachment point is always a little bit
downstream of the negative pressure peak of the wetted flow or
starts from the separation point of the laminar boundary layer near
the leading edge. It is still difficult, up to present day, to treat the
detachment point precisely in numerical simulation. For simplic-
ity, the detachment position of the cavity is treated as an input
parameter for this method.

Substitute Eqs. (10) and (11) into Eq. (1) when point p is on the
boundaries S, we get,

d ap
TP, = i Inr,,ds— n Inr,,ds
Sp+SetS; SptSc+S;

ad
+ J Ao in Inr,,ds
N

w

(12)

Then Eq. (12) can be solved under the mixed boundary condi-
tions of (3), (7), and (9) with a Kutta condition at the trailing edge.
The unknown potential or the normal derivative of the potential on
the boundary is obtained.

Instead of solving the equations by giving a fixed cavity length
and calculating the corresponding cavitation number, a more direct
way is used in the present method, which prescribes a cavitation
number and solves the equation by iterating the cavity surface until
it has converged.

2.3 Iteration Scheme for the Cavity Surface. An estimated
cavity length and shape, and a re-entrant jet cross section boundary
are first assumed at the beginning of the calculation. The dynamic
Dirichlet boundary condition (7) is imposed on the cavity surface,
and the kinematic Neumann boundary conditions (3) and (9) are
imposed on the wetted part of the foil and on the cross section
surface of the jet. Only the kinematic boundary condition on the
cavity surface is not satisfied at this moment. The potential on the
wetted part of the foil and on the cross section of the jet, and the
normal derivative of the potential on the cavity surface are calcu-
lated by solving Eq. (12). These calculated normal derivatives of
the potential on the cavity surface are usually not equal to the value
prescribed in Eq. (3). The difference AV, defined as,

ap aQ

AV":-'%[ —EC

13)

eq. al.

where, subscript req. and cal. denotes the value prescribed by
equation (3) and the calculated value, respectively.

Our aim is to realign the cavity surface to make the flow on the
cavity surface tangential to its surface.

dAn _Av, AV, "
dS_VC_VO\I‘l'(T ()

where, m is orthogonal to the cavity surface coordinate s. Then,

An= | AV, d 15
L N (1>
2.4 Cavity Volume and Hydrodynamic Forces. The most

important parameter of the cavity is its volume. If the cavity
thickness is described by 7(x), then the cavity volume is simply
obtained by the following integration,

V= Jh 7{x)dx

Xd

(16)
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where, x, denotes the position of the cavity detachment point and
x, denotes the position of the maximum cavity length (see Fig. 1).
The lift L and drag D on the foil section is calculated by integrating
the pressure all over the surface.

3 Numerical Implementation

3.1 Discrete Expression of the Problem. Instead of using
the higher order panel method, we used the lower order panel
method with constant source and dipole distributions on every
panel, so that the solution always approaches the analytic one
when the number of panels approaches infinity. For a two-
dimensional problem, CPU time consuming is not a considerable
problem.

The foil, cavity and jet surfaces are represented by NV straight-
line panels. The control points are located at the center of each
panel. The constant source and dipole strength distributed on the
ith panel are (3¢/dn); and ¢, respectively. Thus Eq. (12) can be
expressed by the following discrete form for every control point i,

N N
o
7T§Di=EAiJ(pj—ZBiJ<a—) +CAe i=1,2,...,N
Jj=1 j=1 n J
17

where N is the total number of panels on the boundary and 4,;,
B, ; and C; are induction coefficients of the dipoles and the sources
on the surface and the induction coefficient of the wake dipoles,
respectively,

a
A= J' Eln ri;ds (18)
(Sp+Sc+85);
Bi‘}'= J In r(‘ids (19)
(So+8:+8;);
C,= 8 In r,d 20
i on n r;as (20)
Sw

where (S, + S, + S)); is the boundary of the jth panel on S,, S,
and §;.

The kinematic boundary conditions of Egs. (3) and (9) prescribe
the source strength on the wetted part of the foil and on the jet
boundary respectively, while on the cavity surface the dynamic
boundary condition of Eq. (7) prescribes the dipole strength on its
surface. The unknowns are the source strength on the cavity
surface and the dipole strength on the foil surface.

There are different approaches to the implementation of the
Kutta condition (Shen and Peterson, 1978; Crighton, 1985) for
steady and unsteady flows. In the present work only the simplest
numerical Kutta condition given by Morino (1974) is chosen. For
two-dimensional cases, this condition states that the wake dipole
strength should be equal to the difference of the dipoles on the
upper surface and on the lower surface at the trailing edge. It is
written as,

Ap = ¢t ~ ¢t 2D
where, subscript T.E. means the trailing edge and superscript » and
I represents upper surface and the lower surface of the foil respec-
tively.

It should be noted that all of the prescribed dipole strength on
the cavity surface are related to the dipole strength on the panel
just ahead of the detachment point of the cavity as described in Eq.
(7) by ¢,. Suppose the cavity starts at panel N,, and ends at panel
N,, the integration of Eq. (7) is written numerically as a sum
giving by the following expression,

Journal of Fluids Engineering

P = E [Vovl +o- (VO’E)k]ASk_._ Pny~1

k=Ng
k=Ng...,N, (22)

where, AS, = £ (I, + l,-,) and [, is the length of the kth panel.

Because of the mixed type boundary conditions, the linear Eqs.
(17) are composed of both Fredholm equations of the second kind
and the Fredholm equations of the first kind. The matrix is no
longer a diagonal dominated. Furthermore, Eqs. (21) and (22)
makes the condition of the matrix even worse. A more accurate
direct solver is needed.

At the beginning of each calculation, after the length of the
cavity is assumed, a re-entrant jet surface with very small height is
first erected vertically to the surface at this point and the cavity
thickness distribution is assumed to increase from the detachment
point to the jet linearly. If the cavity length is under estimated, the
cavity will grow up very quickly over the jet boundary. If the end
of the cavity surface goes into the foil surface, the program simply
truncates that part. But if the end of the cavity is above the foil
surface, the jet boundary is set there to connect this end point
vertically to the foil surface. No more restrictions are enforced and
the re-entrant jet can evolve automatically.

3.2 Surface Paneling. The surface of the cavity and foil
system is divided into small panels. Around the leading and
trailing edge, and around the re-entrant jet of the cavity, the
curvature of the surface is quite large. Especially at the end of the
cavity and at the thin re-entrant jet, very fine grids are needed to
obtain a converged result.

On the lower surface of the foil, a cosine distribution of the
panel from the leading edge to trailing edge is used. On the cavity
surface, two sets of panels are used. Half of the panels on the
cavity surface are used for the last 5% of the arc length on the
cavity surface.

(i-1) ;
5= 0.95(0.5 - 0.5 cos N2 T i=1,2,...,N,/2
(23)
= 0.95 + 005 N2y Ny + 1
§; = .5+0.5m i=NgJ/2,..., Ny +
(24)

where, N, is the total panel numbers on the cavity surface. For the
paneling on the foil surface after the cavity end a similar distribu-
tion is used with fine paneling close to the re-entrant jet. Figure 2
shows an example of the panel arrangement around the re-entrant
jet under the above scheme of paneling.

4 Results and Discussion

4.1 Convergence Test. We took NACA16-006 at an angle
of attack 4 deg and a cavitation number of 0.87513 as a test case.
Figure 3 and Fig. 4 show the test results.

It is obvious that the solution has quickly converged with the
increase of the panels. When both of the number of panels on the
cavity surface and on the foil surface downstream of the cavity is
increased to 80, the cavity length and the re-entrant jet thickness
have converged. So, 100 panels on the cavity surface and 100
panels on the foil surface downstream of the cavity are enough.

Figure 5 and Fig. 6 show the cavity convergence procedure on
a NACA16-006 section at an angle of attack of 4 deg for two
different cavitation numbers respectively. It is found that the
convergence is slow toward the final result. From our experience,
although the steps needed for the iteration depend on the initial
assumption of the cavity, 100 steps are always needed to achieve
a result with a maximum error, between the calculated velocity on
the cavity surface and the prescribed freestream cavity velocity,
less than 1%. The maximum errors always occur at the intersection
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Fig. 2 Surface paneling around the re-entrant Jet surtace and the cavity
end. (NACA 16-006 section at an angle of attack 4 deg, and cavitation
number 0.87513.)

of the cavity and the re-entrant jet. But on most part of the cavity
surface, the tangential velocity is already exactly equal to the
prescribed velocity.

The influence of the detachment point on the final cavity volume
and cavity length has been well investigated by Uhlman (1987).
Since we have not found a good way to treat the position of the
detachment point, a detachment is always set at the leading edge in
all of the calculations in the following paragraphs.

1.0
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Fig. 3 The cavity length varies with the panel numbers
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Fig. 4 The jet thickness varies with the panel numbers
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—_—
S

Fig. 5 Changes of the cavity shape with the iteration steps. (NACA
16-006 o = 4 deg, o = 0.87513, la/C = 0.37550, converged J/C =
0.59279.)

4.2 Predictions for NACA16 Series Sections. A calcula-
tion for the cavity flow with a re-entrant jet on the NACA 16-006
section at an angle of attack of 4 deg is carried out at a cavitation
number of 0.87513. This cavitation number is chosen because the
authors wanted to make a comparison with the result of Uhlman’s
(1987) cavity termination wall model. The converged shape of the
cavity and its re-entrant jet and the final pressure distribution on
the cavity and on the wetted part of the foil are drawn in Fig. 7.
Details about the re-entrant jet are shown in Fig. 2 with the panel
arrangement.

Figure 7 shows that the velocity on the cavity surface equals to
the prescribed freestream velocity. It means that both the dynamic
boundary condition and the kinematic boundary condition on the
cavity surface are very well satisfied. Only at the control point of
the last panel on the cavity, the velocity is a little bit higher than
the free-stream velocity, but the relative error is still less than 1%.
A stagnation point is clearly visible downstream the end of the
cavity.

The flexibility of the present program makes it very easy to
change the kinematic boundary condition on the jet section from
Eq. (9) to a nonpenetrative condition similar to Eq. (3) and find the
solution with a cavity termination wall model. The result is shown
in Figs. 8.

The special feature of the present method is the re-entrant jet
calculation. Figure 9 shows the re-entrant jet thickness versus
cavitation number for three sections. It can be found in this figure
that the re-entrant jet thickness decreases with increasing cavita-
tion number.

When we plotted the ratio of the re-entrant jet to the maximum
cavity thickness against the cavity length, we obtained Fig. 10. It

Fig. 6 Changes of the cavity shape with the iteration steps. (NACA
16-006, « = 4 deg, o = 1.4.)

1.5 ; ; ; ;
'Cp rRe-entrant Jet Model ; NACA 16-006
1.0 . 0=0.87513

f | o=4°

0.0 0.2 04 0.6 08 xC 1.0

Fig. 7 Pressure distribution on the cavity and foil surface
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Fig. 8 Pressure distribution on the cavity and foil surface

shows that the re-entrant jet thickness is always a certain percent-
age of the maximum cavity thickness t,,,, irrespective of the
cavitation number and the profile thickness. This percentage is
around 8% to 10%. It is also found that the maximum cavity
thickness is also always located at 60% of the total cavity length
(Fig. 11), irrespective of the cavitation number and the profile
thickness as well. These characteristics of the re-entrant jet could
also be found in Gilbarg’s (1946) calculation of the re-entrant jet
after an obstacle.

4.3 Comparison With Other Linear and Nonlinear Re-
sults. In order to find out the difference of the prediction results
between the present method and those of other linear methods with

0.006
h'C ?

0.005 é)Q
0.004

a=4° |—CO— NACA16-006

—{— NACA16-009

—4~ NACA16-012

1.0

A
0.8
0.6 ——%mﬂqﬁﬁa%mo
0.4
—O— NACA 16-006
-A0
02 o=4 —C— NACA 16-009
’ —&— NAGA 16-012
0.0
0.0 0.2 04 0.6 0.8 IC 1.0

Fig. 11 The maximum cavity thickness position

thickness correction and the nonlinear methods with termination
wall model, comparisons are made for NACA 16 series sections at
an angle of attack 4 deg for different cavitation numbers.

Uhlman (1987)’s method is based on velocity. A cavity termi-
nation wall model is employed in his method. The cavity length is
prescribed, while a cavitation number is calculated. When the
shape of the cavity was converged, the cavitation number is
obtained. By assuming the velocity on the jet boundary to be zero
in the present method, we can also obtain the solution with a
termination wall model. A comparison is shown in Table 1. It can
be said that the results are very close to each other. The cavity
length predicted by present method is 2% longer than the length
predicted by Uhlman.

The calculated cavity lengths are now compared with the non-
linear results of Uhlman (1987) and shown in Fig. 12. It is found
that the results for NACA16-009 are very close to each other.
While the cavity predicted by present method is longer for
NACA16-006 section but shorter for NACA16-012 section com-
paring to the nonlinear results by Uhlman (1987). Another com-
parison has been made between the present results and the linear
results with thickness correction from Uhlman (1987). This is

:K C\ Table 1 Comparison of different approaches for the same cavity termi-

0.003 \3\ v\o\?\o\( nation wall model
0.002 A ). Uhlman’s Present Relative

M =0 results Results Differences
0.001 g t~n Cav. Number o 0.87513 0.87513 0.00%

\A\% Cavity Length //C | 0.5000 0.5100 +2.00%
0.000 ' Cavity Volume C, | 0.01670 | 0.01794 ¥7.4%
o6 08 10 12 14 16 o 18 Lift Coclf. C; 0.53562 | 0.51705 3.5%
Fig. 9 Cavity re-entrant jet thickness h/C versus cavitation number o
10 1.0
/' —O— NACA 16-006 ve || 6%
(-~ o=4° L ——- 99 Uhiman (1987)
0.8 —{1— NACA 16-009 0.8 . . 120;0 ..................................................
—4— NACA 16-012
O 6%
0.6 06 4 O 9% Present Method |i........... Y
A 12% O/
04 04 . ............ ; RS TN SO
02 02 S T () T [ o 1 e TR
m?it@:)zﬂmajgod]b&ﬂo // — :
0.0 T T i 0.0 T T i T T
0.0 0.2 0.4 0.6 08 Jc 10 0.03 0.04 0.05 0.06 0.07 0.08 0.090/50.10

Fig. 10 The re-entrant jet thickness as a percentage of the cavity max-
imum thickness versus the cavity length
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Fig. 12 Comparison between present method and the nonlinear method
of Uhiman (1987)
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Fig. 13 Comparison between present method and the linear method
from Uhlman (1987)

shown in Fig. 13. The linear method with thickness correction
gives very good results comparing to the present nonlinear method
for NACA 16-006 but over-predicts the cavity length for NACA16-
012. The present method predicts a cavity length decrease with
increasing of thickness while the linear method predicts an in-
crease. Since the tendency is different, we cannot say the linear
method is accurate enough for a cavity flow on a very thin section,
especially when the cavity is long.

As for the cavity volume, a comparison is shown in Fig. 14 of
the present method and the linear method. The tendency that the
cavity volume decreases with increasing foil thickness is the same
but the results are very different. The linear method seams to
over-predict the cavity volume. For NACA16-012 section, the
volume predicted by linear method is twice as large as that pre-
dicted by the present method.

4.4 Free Development of the Re-Entrant Jet. Furness and
Hutton (1975) have filmed the process of the re-entrant jet forma-
tion by a high-speed cinaphotography method. From the framing
speed of the film, the velocity of the re-entrant jet was measured.
The measurement shows that the maximum speed of the re-entrant
jet is a little smaller than the free-stream velocity of the cavity. To
investigate the influence of the re-entrant jet velocity on the cavity
volume and length, the predictions for NACA 16-006 at an angle
of attack 4 deg are calculated both for a prescribed re-entrant jet
velocity and for a free jet. The result is shown in Fig. 15.

The free jet here means that we did not use the jet boundary and
the jet is no longer cut off. So, with the iteration continuing, the jet
evolves automatically. Figure 15 shows that when the free jet is
developed long enough, these two methods give exactly the same
result. It seams that the jet boundary is not really needed. Since it
is not easy to erect a jet boundary on the surface of a three-
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’ —t yCE12% (linear) ’/
0.05 :
Q| (6% g
[ 4 3= Q0L
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Fig. 14 Comparison of cavity volume (C, = volume/C?)
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Fig. 15 Comparison of the cavity shapes with and without jet section

dimensional body, like a propeller blade, a free jet method is
applicable.

4.5 Comparison With Experimental Measurements. In
order to validate the present method, we compared the calculations
with Shen (1978, 1989) experimental measurements both for a
modified Joukowsky profile and for a NACA 66 (MOD) a = 0.8
section. Since the leading edge sheet cavity is very sensitive to the
pressure distribution on the suction side of the profile, a careful
investigation of the influence of the viscosity, the boundary layer
separation and the wall effect in experiment should be done before
the comparison could be made.

The viscosity has not only strong effects on the cavity flow, but also
on wetted flow (Shen, 1989). The experimental results show that the
lifting coefficient of NACA 66(MOD) a = 0.8 section from experi-
ment is 0.531 at an angle of attack of 3 deg when the Reynolds
number is 3 X 10°, while the potential theory predicts 0.626, which is
15% larger than experiment. Correspondingly, the calculated pressure
distribution is also lower than the measured ones. For the cavity flow,
Avellan (1989)’s recent experiment shows that the leading edge
cavity on a NACA 009 symmetric profile at 2.5 deg incidence is 30%
chord length when the water speed is 20 m/s, but 45% chord length
when the water speed is 35 my/s.

This may be resulted by the differences of the boundary devel-
opment on the suction side and on the pressure side at different
Reynolds numbers. For the NACA 66 (MOD) a = 0.8 section, the
transition points of the boundary layer on both sides are reported
to be at 13% of the chord length on the suction side and at 89% of
the chord length on the pressure side. At Reynolds number of 5 X
10°, the flow is almost laminar all over the section surface. In the
real flow the section is actually decambered by the boundary layer.
This de-cambering could be treated accurately by a careful calcu-
lation of the boundary layer development on the section surface. A
viscous/inviscid interaction calculation (Kinnas, 1994) for a 2-D
section has shown this strong effect already. Any simple compar-
ison based on equal angle of attack or equal lifting coefficient does
not work. In the equal angle of attack comparison, the potential
method always over-estimates the cavity length and volume be-
cause the negative pressure on the suction side is always over-
predicted. But in the equal lifting coefficient comparison, the
potential theory always under-predicts the negative pressure peak
at the leading edge.

The authors of this paper are not going to carry out the boundary
layer calculation for this comparison because the deference of the
pressure distribution may result not only from the boundary layer
flow but also from the blockage of the test section (Deshpande,
1994). We think that if the cavity is small, the boundary layer on
the suction side of the section is not influenced too much by the
cavity, and a comparison could be done on an equivalent section
that has the same pressure distribution as measured at wetted
condition.

A simple empirical method like Pinkerton’s (1936) is used. An
arbitrary function is used to de-camber the section,

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



_
o

resent method

P

(8]

! a=1.0

.§1'° ] L 0=081 084

= X experiment
é ~C—0

a0.5 - Bﬁh

] wetted flow 54

[=%

[

%0.0

-0.5
NACA 66 (MOD) t/C=9%
NACA a=0.8 f/C=2%
-1.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

x/Chord

Fig. 16 Comparison of the pressure distributions at an angle of attack
of 4 deg

A(fIC) = (fIC) - (1 — (X/C)2)

where, (f/C) g, is the total de-camber amount at the trailing edge.
For this NACA 66(MOD) a = 0.8 section, (f/C);z = —0.009
gives a good correlation between the experiments and the calcu-
lations both for pressure distribution and for the lift, as shown in
Fig. 16.

Based on this de-cambered profile, the calculations are done for
three cavitation numbers (0.84, 0.91, and 1.00) at an angle of
attack of 4 deg. The agreements are quite good as shown in Table
2.

In order to estimate, roughly, how strong the viscous effect is, a
test for the same section at a condition of & = 4 deg and o = 1.0
is calculated both for the original geometry and for the de-
cambered geometry. The results are plotted in Fig. 17. As ex-
pected, the predicted cavity length on the original geometry is 2.5
times as long as that predicted on the de-cambered section.

But this result could not be generalized because it strongly
depends on the pressure distribution on the section surface. For a
NACA 66 section, which has a relative flat pressure (Fig. 16) on a
large part of the suction surface at wetted flow condition, the cavity
length and volume are very sensitive to the pressure. On the cther

Table 2 Comparison of the cavity length and lifting coefficients

Cavitation Number Experiments Calculations
c Ic Cy lic C,

1.00 0.20 0.645 0.223 0.619
0.91 0.36 0.670 0.363 0.652
0.84 0.60 0.699 0.610 0.678

0.3 : 1 :

original NACA 66(MOD) + a=0.8
0.2
——== de-cambered

0.1 s JE VSO S SUU R

0.0

0.1 i i i i

0.0 0.2 04 06 0.8 x/Chord1.0

Fig. 17 Comparison of the cavity shape for the de-cambered and the
original section

Journal of Fluids Engineering

Table 3 Comparison of cavity length calculations with experiments

o Experiments Calculations
3.8° 0.25 0.249
4.3" 0.39 0.395

hand, for a section like the modified Joukowsky section (Shen,
1980), a de-cambering seams not needed because the pressure is
not so flat on the suction side. The calculated cavity lengths for two
different angle of attacks are listed in Table 3. The agreement is
very satisfactory.

Since there is no available good experimental results for the
cavity volume, no comparison is done at present.

5 Conclusions

A potential based surface panel method is developed to predict
the cavity flow around an arbitrary two-dimensional foil section.
Lots of numerical calculations show that this method is quite stable
for different geometry.

The result obtained by using a cavity termination wall model in
present method shows a good agreement with Uhlman’s nonlinear
termination wall result. Lots of calculations for NACA 16 series
sections with three different thickness to chord ratio (6%, 9% and
12%) have been performed. The present calculations show the
same trend, like other nonlinear methods, that the cavity length
decreases with increasing foil thickness.

It is very important to have found that the re-entrant jet thick-
ness is always a certain percentage of the cavity maximum thick-
ness, irrespective of the cavitation number, the cavity length and
the foil thickness. The locations of the maximum cavity thickness
for different conditions are also fixed at 60% of the cavity length
from the detachment point.

The present method is validated by comparing with experimen-
tal data. The comparisons were done by de-cambering the original
NACA section into a modified section in order to take the dis-
placement of the boundary layer on the section surface into con-
sideration. Three cases (o0 = 1.00, 0.91, 0.84) have been investi-
gated for this de-cambered section and a good correlation has been
found.

In summary, the re-entrant jet modeling with the potential
theory for two-dimensional cavity flows is a quite stable and
convergent method. If the viscous effect could be included in the
method, it could provide a rather precise prediction. A benchmark
test of the cavity volume for steady condition should be carried out
to verify the present theory. A further extension of the method to
three-dimensional predictions and unsteady cavity flow around
hydrofoils and propeller blades seams feasible.
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around a three-dimensional hydrofoil with an attached sheet cavity at the leading edge.
A Dirichlet type dynamic boundary condition on the cavity surface and a Neumann
boundary condition on the wetted surface are enforced. The cavity shape is initially
assumed and the kinematic boundary condition on the cavity surface is satisfied by
iterating the cavity length and shape. Upon convergence, both the dynamic boundary
condition and the kinematic boundary condition on the cavity surface are satisfied, and a
re-entrant jet develops at the cavity closure. The flow at the closure of the cavity and the

mechanism of the re-entrant jet formation is investigated. Good agreement is found
between the calculated results and MIT’s experiments on a 3-D hydrofoil.

1 Introduction

It is important to control the dynamic behavior of cavitation on
a propeller blade in order to reduce the cavitation induced ship
vibrations. As has been shown in the previous research (de Lange,
1996) that the re-entrant jet at the end of the sheet cavity plays an
important role in the instability of the cavity and the formation of
the cloud cavitation. The surface of a sheet cavity is initially
smooth, transparent and stable. In many situations, the sheet cavity
surface will distort and break partially into small bubbles at the end
of the cavity (20® ITTC Report, 1993). When the angle of attack
is increased, a strong re-entrant jet forms at the end of the cavity.
If the re-entrant jet touches the cavity surface, the cavity will break
up and part of the cavity will be shed and form cloud cavitation in
the wake.

A re-entrant jet is always needed to close a two-dimensional
cavity. A steady three-dimensional cavity flow, however, can have
a smooth closure over much of its extent, even when a re-entrant
jet is formed. A lot of observations, both at model and full scale,
show that a sheet cavity can be very stable if the re-entrant jet is
able to find a good exit (Kuiper, 1994). A typical exit for highly
skewed propeller blades is in the cavitating tip vortex. This makes
the sheet cavity on the propeller blades quite stable.

Most of the prediction methods for 3-D cavity flow are aiming
at the influence of the cavitation on the hydrodynamic forces. Only
few methods tried to predict the cavity volume accurately in recent
years. At first, methods were developed only for the high aspect
ratio hydrofoils (Leehey, 1971; Furuya, 1975; Uhlman, 1978; and
Van Houten, 1983) by matching the asymptotic expansion of the
inner and outer solutions. Later on, Jiang and Leehey (1977)
accomplished a complete 3-D calculation. Because of the difficulty
to determine the cavity planform, a closure condition for each
individual spanwise strip was used. Recently, nonlinear methods
were developed for arbitrary hydrofoils. Pellone and Rowe (1981)
calculated the supercavitating flow on a 3-D hydrofoil with free
surface by a velocity-based panel method. Peallat and Pellone
(1996) developed a nonlinear method for the prediction of the
partial cavity flow. Systematic research on partial cavity flow using
potential-based panel methods for 3-D hydrofoils and propeller
blades has been performed at MIT in the last ten years (Kinnas,
1992, 1993; Fine, 1993). A so-called split-panel technique is used
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to avoid re-paneling of the cavity-foil surface and a fast conver-
gence in iterations is achieved in their method.

In order to predict accurately the cavity volume and to analyse
the possible influence of the jet on the stability of the cavity, a
re-entrant jet simulation at the cavity end is needed. Calculations
of the re-entrant jet formation at the end of a 2-D cavity were first
carried out by Furness and Hutton (1975) and recently by de Lange
(1996) for arbitrary hydrofoil sections. But no 3-D simulation of
the re-entrant jet is found in the public literature. The authors of
this paper were encouraged by the successful simulation of the
re-entrant jet in the 2-D cavity flow (Dang and Kuiper, 1998) and
extended this method to the steady 3-D partial cavity flow on
arbitrary hydrofoils in this paper.

2 Formulation

Consider a 3-D partially cavitating hydrofoil in a uniform inflow
V. as shown in Fig. 1. A sheet cavity exists on the suction side of
the hydrofoil at the leading edge and a re-entrant jet is formed at
the end of the cavity. The wake S, extends to infinity. If the
perturbation potential of the cavity-foil system to the uniform
inflow is ¢, the total potential @ can be written as,

(I):f/o’;"'(P, (D

where, 7 is the position vector. The perturbation potential must
satisfy Green’s identity,

4 0L |21,
= P, P i,
S s

where, p denotes a point in the field and and ¢ a point on the
boundary § = S, + S. (Fig. 1). ¢, is the potential strength on the
wake surface.

On the wetted surface of the hydrofoil and on the cavity surface,
the kinematic boundary conditions are the same,

i

F —#-V, onS, andS, 3)

where, /i denotes the outward unit normal vector.
The dynamic boundary condition on the cavity surface requires
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Fig. 1 Partial cavity flow with a re-entrant jet on a 3-D hydrofoil

the pressure on the surface to be the cavitation pressure, or simply
to be the vapor pressure p,. If we define the cavitation number as,

Po— Dy
10V

o= C))
Using Bernoulli’s equation, the free-stream velocity V. on the
cavity surface can be written as,

V,=V0- 1=V, 1+ o (5)

where 7 denotes the unit vector along the streamline on the cavity
surface. The free-stream velocity on the cavity surface can also be
written as the derivative of the total potential ® with respect to the
curvilinear coordinates on the cavity surface as shown in Fig. 2.
When the chordwise curvilinear coordinate is s, and the spanwise
coordinate is s,, the corresponding tangential unit vectors are f,
and 1, respectively. If we establish local coordinates (a,, a,) with
a, in the direction of 5, and a, perpendicular to g, on the surface
of the body (Fig. 2), the two components u,, i, of the perturbation
velocity i can be expressed as the derivatives of the perturbation
potential by,

dp d¢

“17 a, " as, ©)
6<p 6<p/6s2—(;2"él)6<p/6s1
Uy =7—= S ) )
da, (124 2,)
Cavity Surface
. a,(¢,) Hydrofoil
Sz(tz)\ A
(o) X>

Sl (?l )3 al (El)

Fig. 2 The curvilinear coordinates on the cavity-foil surface

782 / Vol. 121, DECEMBER 1999

where 2, and é, denote the unit vectors along a, and a,, respec-
tively. Integrating the perturbation potential along s,, we obtain
the Dirichlet type dynamic boundary condition on the cavity
surface, which prescribes chordwisely the potential on the cavity
surface as,

‘P=f. (\/(1+0)V(2)—(U2+u2)2—U1)ds1+<p0 (8)
0

where, U, and U, are the components of the inflow V; in a, and
a, directions, respectively.

A Kutta condition and Brillouin-Villat condition is needed in
this case. The Morino (1974) formulation is sufficient for the
present calculations, which means that

@, =Pty — Prs )

where subscript T.E. means the trailing edge and superscript « and
I respectively denote the upper and lower surface of the foil. It has
been found, e.g., by Shen and Peterson (1978), that the detachment
point is always slightly downstream of the negative pressure peak
of the wetted flow and starts from the separation point of the
laminar boundary layer near the leading edge. It is still difficult to
compute the detachment point precisely in numerical simulations.
For simplicity, it is treated as input in present method.

Subject to boundary conditions of (3) and (8), Eq. (2) becomes
an integral equation for the dipole strength ¢ on the foil surface
and the source strength d@/dn on the cavity surface, respectively,

21, = o1 s 22t 4
T = ¢ on r,, on r,,
N N

Jd 1
+ j (¢fr — ¢Tr) In s ds (0
Pq
Sw

where, p denotes the point on the cavity-foil surface.

3 Numerical Implementation

In order to find the solution of this formulation with a numerical
method, the cavity surface and the wetted part of the hydrofoil are
divided into small panels. To avoid possible gaps between planar
panels, both the boundary surface S and the wake surface S, are
approximated by a number of quadrilateral hyperboloidal panels
(Hoshino, 1989). Along the span, the panels are distributed simply
by a cosine distribution. At the end of the cavity, a finer chordwise
panel distribution is required to simulate the cavity re-entrant jet,
as discussed in detail by Dang and Kuiper (1998).

Because the numerical solution approaches the analytical solu-
tion when the number of panels is increased, we use constant
dipole and source distributions in present calculations. The control
point is set to the centroid of each panel. Then Eq. (10) is satisfied
at each control point and can be written into the following linear
algebraic equations,

Np Ne (3(p Ne N 0<P
J f)
20~ 2 Diseit 2 Siy 5= 2 D= 2 Suy 5
j=1 =1 =1 j=1
Nw
+ 2 Diylen); i=1,2,3,...,N,+N, (11)

j=1

where, N, N,, and N,, denote the total panel numbers on the foil
surface, the cavity surface and the wake surface, respectively, D, ;
and §,;; denote the influence coefficients of the jth dipole and the
Jjth source to the ith control point. The calculation of the two
influence coefficients has been discussed extensively by Morino
(1974), Kerwin (1987), and Hoshino (1989).

Since the potential on the cavity surface and the potential
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derivatives on the foil surface are known, the right-hand terms in
Eqs. (11) are known. The unknowns are the potential on the foil
surface and derivatives of the potential on the cavity surface,
which are on the left-hand side of this equation. By solving Eq.
(11), we obtain the unknowns and thereby the whole flow field.

It should be noted that, because of Eq. (8), the potentials
prescribed on the cavity surface are all related to the potential at
the detachment point, which is given by the following numerical
expression,

k
oh=2 (JO + a)Vi— Uy +ul)? = UDAsi + o} (12)

j=1

where, j means the panel number from the detachment point on
each chordwise strip, / denotes the iteration step for the cavity
surface, As is the arc length between the centroid points of two
adjacent panels in s, direction and ¢, is the potential of the panel
on the foil surface just in front of the cavity panel at the location
of detachment. Because the cross flow u, is not known a priori, the
result from the previous iteration step is adopted here.

4 Cavity Shape and Re-Entrant Jet Evolution

To solve the cavity flow problem in a more direct way and make
the scheme more flexible for calculating the cavity flow on pro-
peller blades in the future, the cavitation number is prescribed and
the cavity shape is calculated iteratively. We start our calculation
by a guessed cavity planform and enforce the boundary conditions
of Eqgs. (3) and (12) on this planform. After we solve the problem
by the method described in the previous chapter, the solution is not
the final result because the kinematic boundary condition on the
cavity surface is not satisfied. Suppose the cavity surface is given
by the local coordinates (a,, a,, 1) as,

F=mn-fla,,a)=0

where 7 is the third coordinate perpendicular to the a,, a, plane.
Then we have the following expression for any material surface
like the cavity surface in steady flow,

(13)

U or U or U oF 0 14

al 8a1+ az aaz nan_ ( )
where U,,, U,, U, is the total velocity in each of the three
directions, respectively. To express this equation in the curvilinear
surface coordinates, we obtain the partial differential equation for

the cavity surface 7 as,

PR N 15
ds, ds, " 0T T G0 (15)
where,
1,02, 1
A Um —h_,U,,z, B=A—TUM.
tyr ey Iy e

Equation (15) is a first-order hyperbolic differential equation for
7. Since the flow is chord-wise dominant for hydrofoils, B is
relatively smaller than A. If we use fine grid along the chord
direction (this is always needed to simulate the re-entrant jet) but
relatively coarse grid in span direction, then an explicit difference
scheme for Eq. (15) is always stable. The calculation starts from
the detachment points of the cavity where = 0 and goes down-
stream to other grid points.

The strategy for iteration we use in our method is as follows. If
the cavity surface goes into the hydrofoil surface, the cavity
surface is truncated at the intersection between the cavity and the
foil surface. If the whole cavity surface does not touch the foil
surface at the end of the cavity, the end of the cavity is connected
to the foil surface. No more restrictions are enforced.
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0.2 0.3 0.4
x/chord

Fig. 3 The side view of the cavity shape on a NACA 16-006 rectangular
hydrofoil

5 Convergence Test and Numerical Validation

A convergence test has been carried out successfully for the 2-D
simulation of the cavity flow with a re-entrant jet (Dang and
Kuiper, 1998). Quite a large number of panels were needed in the
2-D case to achieve an accurate result.

In this paper we take a high aspect ratio (AR = 500) rectan-
gular hydrofoil as an example. The cross section is NACA 16-006.
The angle of attack is chosen to be 4 degrees, which is represen-
tative for the situation on a propeller blade. In our test the spanwise
number of panels is maintained at 20 for the half-span while the
chordwise number of panels on the cavity surface is varied from 20
to 50. A side view of this converged cavity shape is given in Fig.
3. The re-entrant jet is clearly shown for every spanwise position
in this figure.

Because the hydrofoil has a very high aspect ratio, the cavity
length is uniform over the whole span, except for the region very
close to the tip. The flow at mid-span can be regarded as a purely
2-D flow in this case. The cavity end and the re-entrant jet are quite
similar to the 2-D result, as will be illustrated below.

Since the prediction of the volume of the cavity is important for
the prediction of the pressure fluctuations from a cavity, the cavity
volume is used as a criterion to check convergence. Not all the
boundary conditions on every cavity panel are satisfied in that
case, especially on the last few panels at the cavity end. But the
calculations show that the shape of the cavity and its volume
converges much earlier than the kinematic boundary condition on
the cavity surface. Figure 4 shows the cavity volume with varying
chordwise panel numbers on the cavity surface. When the number
of panels is increased to 50, convergence is approached. A rea-
sonable result can be expected when the chordwise number of
panels is around 50 to 60. The cavity length for the same calcu-
lation is also drawn in Fig. 5. This is also compared with the
previous 2-D result. A satisfactory result is found again when the
number of panels is 50.

Because we intend to simulate the cavity re-entrant jet, a very
fine panel grid is applied at the end of the cavity. The correction of
the cavity surface in the iteration steps can not be too large because
otherwise a small waviness of the surface will result in a twisted
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g \ o=1.0
_g 6 \ o=4°
> \0\__(
£
&4

2

0

20 30 40 50

Chordwise Panel Number

Fig. 4 Cavity volume as a function of the humber of chordwise panels
on the cavity surface
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Fig.5 Cavity length as a function of the number of chordwise panels on
the cavity surface

cavity end. So, a relaxation factor of around 0.2 to 0.4 is used. The
disadvantage of this relaxation factor is that it makes the conver-
gence slower and more iteration steps are needed. Figure 6 shows
the change of the cavity volume with the number of iteration steps.
When the number of iteration steps is more than 40, the cavity
volume does not change any more. The change of the cavity shape
after 40 iteration steps is mainly in the re-entrant jet, while the
whole upper part of the cavity has already converged.

A validation of the present 3-D method is obtained by compar-
ing this prediction for the high aspect ratio hydrofoil with the 2-D
calculations (Dang and Kuiper 1998). The cavity shape at midspan
calculated by the 3D method should be the same as the 2D result.
These comparisons are shown for the cavity length, the cavity
cross section areas and the re-entrant jet thickness in Figs. 7, 8, and
9, respectively. The agreement is quite satisfactory. This is true
even for the re-entrant jet. Although the kinematic boundary con-
dition on the jet is not fully satisfied, the calculated jet thickness in
3D is still the same as the result from the 2-D calculation: about
9% of the maximum cavity thickness.

6 Three-Dimensional Calculation Results

To show the behavior of 3-D cavity flow and its re-entrant jet on
hydrofoils, both a flat rectangular hydrofoil and a twisted rectan-
gular hydrofoil at an angle of 4 degrees have been chosen in the
following calculations. The aspect ratios of these two hydrofoils
are set to 2 in order to provide the geometry and the working
condition similar to that of a propeller blade.

For the flat rectangular hydrofoil, the cavitation number is set to
0.5 and the initial cavity length is chosen to be a uniform length
({imi/Chord = 0.5) all over the span.

%6
.LCO) 5 -0-0-0-0-0-0-0-0-0—
3
24
O
>
> //
T/
2 a=4°
1 o=1.0
/ AR=500
0 NACA 16-006
0 10 20 30 40 50

lteration Steps

Fig. 6 Cavity volume as a function of the number of iteration steps

784 / Vol. 121, DECEMBER 1999

g 0.45
£ 2-D result
040 )
§ 0.35
2 3-D result %
= 0.30
: !
0.25
=
[]
o
0.20 -+
k=) o
5 e
0.15 - (])
0 50 100 150 200 250
Span

Fig. 7 Comparison of the cavity length at midspan between 2-D calcu-
lation and 3-D calculation

The result of the cavity and hydrofoil system at a cavitation
number of 0.5 is shown in Fig. 10. In order to show the shape
clearly, the y-axis is elongated by a factor of two. Some more
calculations for the same hydrofoil at different cavitation numbers
have also been carried out. The calculated cavity planform at
various cavitation numbers is given in Fig. 11. The cavity shape
converges even when the maximum cavity length at mid-span is as
long as 0.85. It is well known that in the 2-D case the solution is
bifurcated when the cavity length is longer than about 2 chord
length. The cavitation volumes predicted for these different cavi-
tation numbers are given in Fig. 12.

Another calculation is conducted for a twisted rectangular hy-
drofoil. The cross section is still NACA 16-006, but the angle of
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Fig. 8 Comparison of cavity volume at midspan between 2-D and 3-D
calculation
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Fig. 9 Comparison of the cavity shape at midspan
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NACA 16-006 AR=2 Alpha=4 degrees Sigma=0.5

Fig. 10 The calculated 3-D cavity-hydrofoil system (« = 4 deg, « = 0.5)

attack of the sections at different spanwise positions varies accord-
ing to the following formula,
3)

12
o= (X(}(l - m

where, oy = 4 deg and AR = 2. The twisting is realized by the
rotating of the nose-trail line of each section around its trailing
edge. The twist is chosen in order to concentrate the cavity to a
limited region around the mid-span and to avoid cavitation at the
tip. This will lead to a 3D-cavity shape that is suitable for exper-
imental verification.

Figure 13 shows the calculated cavity planform when the cav-
itation number in the inflow is 0.3. The arrangement of the panels
as adapted during the calculation, both on the cavity surface and on
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Fig. 11 The calculated cavity planform for different cavitation numbers
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Fig. 12 The cavity volume at different cavitation numbers
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the foil surface downstream of the cavity, are given in the same
figure.

7 Streamline and Re-Entrant Jet Direction

Theoretically the re-entrant jet is always needed for a 2-D cavity
flow because the cavity must be closed with the same pressure as
the pressure on the cavity surface. But in the 3-D case, a re-entrant
jet is not needed when a strong cross flow exists at the end of the
cavity. The flow characteristics around the trailing edge of the
cavity end are therefore of interest. Both the experiment of a swept
hydrofoil (Fig. 2.6 in de Lange 1996) and the experiment of a
conventional propeller (Fig. 15 in Kuiper, 1994) show that the
re-entrant jet turns away from the flow direction on the cavity
surface. It is supposed that the flow is ‘reflected’ at the end of the
cavity by de Lange (1996), but no visualization or theoretical
calculations have been carried out.

In order to understand the characteristics of the flow at the end
of the cavity, the streamlines on the cavity surface and in the
re-entrant jet are calculated for the hydrofoil in Fig. 10 in the same
conditions. The result is given in Fig. 14. Also drawn in this figure
is the distribution of negative pressure coefficient on the cavity and
foil surface. From the pressure coefficients it is found that a
stagnation point is present on the foil surface after the end of the
cavity, especially at mid-span. But in the tip region, where the
gradient of the cavity length is large, no stagnation pressure is
calculated. From the streamlines in this figure, we can find that in
that region the flow is almost tangential to the cavity. Conse-
quently, no re-entrant jet is found. But in the region close to the
mid-span, the flow remains perpendicular to the inflow direction
and a re-entrant jet is found. A detail of the flow in the region
without stagnation pressure is shown in Fig. 15. It is quite clear
that the flow is indeed “reflected” at the cavity extent. That means
the angle between the jet and the cavity extent is equal to the angle

Leading Edge

ol

i_E
Cp:_-1 09-08-0706-06-0403-0201 0 03 02 03 04 05
NACA 16-006 AR=2 X¥:Z = 11141
Alpha=4 degrees Sigma=0.5

Fig. 14 Pressure distribution and streamline on the cavity-foil surface
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Fig. 15 The flow “reflects” at the end of the cavity

between the cavity end line and the flow on the cavity. So the
cavity can be stable when the spanwise gradient of the cavity
extent is large enough. Since the re-entrant jet is cut off in our
calculations, no prediction of the behavior of the jet internally in
the cavity and thus of the shedding of cloud cavitation can be
derived yet.

8 Comparison With Experimental Data

Until now good and accurate 3-D experimental data on cavity
flow are not available in public literature. An example of available
data is the experiment conducted at MIT by Kinnas and Fine
(1993). Unfortunately, there is uncertainty about the angle of
attack and the section geometry. To make a rough and qualitative
comparison can still be used to validate our calculations qualita-
tively. A NACAG65a section in the present calculation approaches
the cross section of the foil. Its main parameters can be found in
Kinnas (1993). The angle of attack is 6.5 deg. Only the cavity
length has been measured at two different cavitation numbers. No
information about the cavity volume is available.

The calculated cavity length along the span is compared with
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Fig. 16 Comparison of calculated cavity length with experiment data
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Table 1 Calculated cavity volume

1084
1.40x107

1.148
1.04x107

Cavitation number
Cavity volume/(Span/2)’

experimental data in Fig. 16. The calculation shows a very good
correlation with the data over most part of the hydrofoil surface.
Slight deviations occur at the tip and at the midspan. The calcu-
lated cavity volume is listed in Table 1 and the calculated cavity
shapes for several span positions are shown in Fig. 17 for cavita-
tion number of 1.084.

9 Conclusions

A potential based panel method is successfully developed by the
authors to calculate the steady 3-D cavity flow on a hydrofoil
surface. A three-dimensional cavity re-entrant jet is simulated in
this method. Systematic convergence testing of the present method
shows that the method is quite stable and convergent. Calculation
of the cavity on a high aspect ratio hydrofoil shows good agree-
ment with previous non-linear 2-D calculations for both cavity
length and cavity volume. Some 3-D calculations for a flat and a
twisted rectangular hydrofoil with NACA 16-006 wing section
have been made at different cavitation numbers. The calculated
results show that the re-entrant jet is not always needed. At the tip
region, the fluid at the end of the cavity flows in a direction
tangential to the cavity end. The calculations confirm that the flow
on the cavity surface is “reflected” at the cavity end line when the
re-entrant jet exists. A preliminary experimental validation of the
present method has been made for a MIT hydrofoil. The present
method gives a quite good prediction of the cavity length over the
whole span.

In order to validate the present method systematically, more
experimental data are needed, especially on the cavity shape and
volume in 3-D flows. The authors intend to carry out some bench-
mark test for 3-D cavitating hydrofoils in the near future.
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panied by the blade wake and corner flow separation. A strong secondary flow is observed
at the stator exit, the flow is overturned near the core and underturned near the shell. The
secondary flow at inlet produces large radial transport of mass flow inside the stator
passage. The shell-suction corner flow separation has a large blockage effect, resulting in

losses. To determine the nature of the transitional flow in the stator passage, the surface
hot-film sensors were mounted on the stator blade surface. The data confirm that the stator

flow field is turbulent.

Introduction

Working as a torque reactor, the main function of the stator is to
change the flow direction and provide angular momentum to the
fluid. The stator receives the fluid from the turbine and redirects it
back to the pump inlet at an ideal incidence. When the speed ratio
is low, the flow undergoes large turning through the stator blade
passage, thus producing a torque multiplication in the torque
converter. The mass-averaged flow turning angle of the stator is
directly related to the torque ratio of the converter, The flow losses
in the stator blade passage decrease the torque converter’s overall
efficiency. Moreover, the stator exit flow field passes through the
pump; affecting the entire flow structure in the pump passages.

The flow field in the stator of the automotive torque converter is
highly three dimensional and dominated by corner separation,
secondary flow and wakes. Very little is known about the nature of
flows in the modern torque converter stator. It is not known
whether the flow is laminar, transitional, or turbulent in their
passage. There have been many conflicting and contradicting as-
sumptions made regarding the nature of transitional flow due to the
relatively low Reynolds number encountered in these devices. In
addition, the torque converter operates in a wide range of speed
ratio and through flow, resulting in appreciable range of inlet
incidence. The flow path at the exit of the turbine (inlet of the
stator) and inlet of the pump (exit of the stator) is complex with
considerable curvature. These physical features result in complex,
unsteady, three-dimensional flow with appreciable flow separation
and radial variation in flow properties. Further improvements in
the torque converter and the fuel economy of the vehicle have to
come from a better understanding of the flow field in the torque
converter. This is the objective of this paper. An additional objec-
tive of this paper is to resolve the controversy regarding the nature
of transitional flows, which would be of considerable significance
in the computation and design of these stators.

Previous work in this area has been carried out in older torque
converter stators, which have been replaced by a new generation
design. Marathe et al. (1994) measured the torque converter stator
exit flow field using a miniature conventional five-hole probe. The
flow was also predicted by a two-dimensional N-S code at the
mid-span. Good agreements between the measured and the pre-
dicted velocity profile and loss were achieved at the speed ratio
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0.6. Bahr et al. (1990) carried out LDV measurement and observed
that the flow separation occurs at the speed ratio 0.8 and disappears
at 0.065. Watanabe et al. (1997) conducted flow visualization in
the torque converter stator passage using a laser sheet lighting
method. It was observed that the flow around the leading edge has
differing separation regions along the blade span. A two-
dimensional laser Doppler velocimeter was also used to measure
the steady and unsteady flow field in the stator passage.

The flow field in the stator of a new 245 mm diameter torque
converter, simulating a more recent production design, was inves-
tigated. The objective is to provide detailed and accurate knowl-
edge of the inlet and the exit flow fields. The inlet flow field is
drawn from the turbine exit measurements reported in Dong et al.
(1998). A miniature conventional five-hole probe was used in the
flow field measurement of the stator exit. The nature of transitional
flow was investigated using surface hot-film sensors embedded on
the stator surface. All these data are presented and interpreted in
this paper.

Experimental Facility and Measurement Technique

This experimental investigation was accomplished using the
Torque Converter Research Facility at the Penn State University.
The facility consists of six main components; drive motor, absorb
dynamometer, control system, hydraulic system, test unit, and data
acquisition system. Marathe (1994) gives a detailed description of
this facility. The torque converter test unit investigated in this
research is a new 245 mm diameter torque converter. The stator,
pump, and turbine have 17, 32, and 36 blades, respectively. The
detail geometric parameters and cross section of this torque con-
verter are given in Dong et al. (1998). The stator passage and blade
configurations are shown in Figs. 1 and 2. The stator design
incidence angles (with reference to the camber line) are —14.2,
30.5, 60.5, 74.0, and 79.7 deg, respectively, at speed ratios of 0.8,
0.6, 0.4, 0.2, and 0.065.

The flow field at the stator exit was measured using a miniature
conventional five-hole probe. The probe is traversed at 6 radial
locations ranging from 11.4% to 88.6% of the blade height and 25
tangential positions to cover 120% of the blade spacing. The exit
measurement grid and the stator blade profiles are shown in Figs.
1 and 2, respectively. A total of 120 measuring grid points in one
stator blade passage and 30 points in another blade passage are
used for the repeatability test. The axial distance from the blade
trailing edge to the measurement plane is 4 mm, which is about
14.2% of the stator blade mid-span chord length. The stator exit
flow field was measured at five different speed ratios, 0.8, 0.6, 0.4,
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Fig. 1 Measurement grid at the stator exit

0.2, and 0.065. The flow field at the speed ratios 0.6, 0.8 (the peak
efficiency condition), and 0.065 (the near stall condition) are
presented and discussed in this paper. The coupling point of this
torque converter is at the speed ratio 0.91. The accuracy of this
probe measurement is: *0.15 m/s in total velocity, *1.5 deg in
flow angles, and =700 Pa in pressure.

The velocities and pressures presented in this paper are normal-
ized using the following equations:

Y Ve=ap i 1o 1
Vref, ref = . 60 l’l,, ( )

P - Phub
Prcf ’

Vnorm‘ =

1
Pnorm. - Pref = 5 pVgef (2)
where D is the diameter of the torque converter, which is 245 mm,
P, is the static pressure measured at the stator hub.
The secondary flow is defined as:

Vsec = (V()measured - V(lideal)io + (Vnncﬂsurcd - Vridcal)ir (3)
VBideal = Vzmaasured tan Bavg (4)
Vridcal = Vzmeasured tan aavg (5)

where B, and a,,, are the passage-mass-averaged flow yaw and
pitch angles.

In order to determine the nature of the transitional flow in the
stator passage, the wall shear stress (surface hot-film sensor)
measurements on the stator blade surface were acquired at speed
ratios 0.8 and 0.6. As shown in Fig. 2, six surface hot-film sensors
were mounted on the stator blade surface at the mid-span; three on
the pressure surface and three on the suction surface. The thickness
of the sensor is 0.05 mm. The thickness of the viscous sub-layer on
the stator blade surface is estimated larger than 0.09 mm. An

Fig. 2 Surface hot-film sensors on the stator blade surface (unit:mm)

overheat ratio 1.2 was used for all the sensors during the measure-
ment.

The surface hot-film sensors were operated at an elevated tem-
perature using constant-temperature anemometry. With this
method, the relationship between wall shear stress at the sensor 1,
and the rate of heat transfer from the sensor is given by:

E2 _ A2 3
Tw=k<T> (6)

where E is the instantaneous output voltage from the anemometer,
AT is the temperature difference between the liquid and the heated
sensor, and variables £ and A are calibration constants. For the
present measurement, direct calibration of each sensor was not
possible. The quasi wall shear stress g7, was employed, which is

given in the form of:
E2 _ EZ 3
ar, = (——E ) ™

where E, is the output voltage under zero-flow condition.

The measurement was carried out under two operating condi-
tions; speed ratio 0.8 and 0.6. At the speed ratio 0.8, the measured
inlet flow angle is about 55 deg at the mid-span of stator and 15
deg at the speed ratio 0.6. To change the flow Reynolds Number
(Re) inside the torque converter, the pump was operated at five
different rotating speeds, 300, 500, 700, 900, and 1100 rpm (SR =

Nomenclature
C, = skin friction coefficient n,, n, = pump and turbine rotating V, = radial velocity
f» = pump blade passing frequency speeds. respectively, (rp) V. = reference velocity (Eq. (1))
(32 X n,) P = static pressure V.. = secondary velocity (Eq. (3))
[ = turbine blade passing frequency P,, P, = stagnation pressure o = flow pitch angle, core-to-shell di-
(36 X n,) _ rection
h = spanwise distance from shell, mm Py = reference pressure (Eq. (4)) B = flow yaw angle, blade-to-blade
H = blade height, mm PS, 8.8 = bladfz pressure and bla@e direction
h/H = relative radial position, (core suction surface, respectively & = deviation angle, difference be-

hIH = 0, shell /H = 1) Re

i = incidence angle, difference be- SR _

tween inlet blade angle and inlet T B
flow angle, positive on the pres- U= speed

sure side, (Fig. 2) V., V., =

2 ani =

V/! VO =
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Reynolds number
speed ratio, n./n,

oil temperature

pump blade tip rotating

total velocity
axial velocity
tangential velocity

tween exit blade angle and exit
flow angle, positive on the suction
side, (Fig. 2)
= oil viscosity
p = oil density
T, = wall shear stress (Egs. (6) and (8))
v = oil kinematic viscosity

DECEMBER 1999, Vol. 121 / 789

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.8) or 1160 rpm (SR = 0.6), and two different oil temperatures,
28°C and 60°C. The kinematic viscosity of the oil is 15.6 X 10°¢
m?/s at the temperature 28°C, and 5.3 X 107 m*/s at 60°C. The Re
varies by a factor of 3.67 (SR = 0.8) or 3.87 (SR = 0.6) due to the
change in the pump speed and 2.94 due to the change in the
operating temperature.

Result and Discussions

Stator Inlet Flow Properties. Details of stator inlet flow
(turbine exit), which was measured using a high-frequency re-
sponse five-hole probe, is covered in Dong (1998) and Dong et al.
(1998). Only the passage average properties are presented in Fig.
3 to facilitate interpretation of the exit flow data. At the speed ratio
0.6, the total velocity is nearly uniform along the span, but the
axial velocity decreases from the shell to the core, vice versa for
tangential velocity. One of the major features to note here is the
large variation in the flow angle (8) from the shell to the core. This
leads to substantial variation in the incidence angle at the off-
design conditions, and three dimensionality at the inlet. This is also
evident from the pitch angle. The inlet flow is highly three-
dimensional. Similar trend is observed at speed ratio 0.8. But, one
of the major difference between the two speed ratios is the static
pressure distribution and the stagnation pressure distribution. The
data at the speed ratio 0.8 indicates increased turbine core flow
separation resulting in lower pressure drop or higher pressures.
This trend is opposite to those observed at the speed ratio 0.6. The
data at speed ratio 0.065 indicates that the flow field is nearly
uniform (due to almost idle turbine) and the stagnation pressure
decreases toward the core, this decrease in pressure from shell-to-
core is mainly the result of meridional curvature effect and the
convex (core) and concave (shell) curvature effects.

Blade Surface Hot-Film Sensor Measurement. For the sake
of brevity, only typical data at speed ratio 0.6 are presented and
interpreted. The complete data set can be found in Dong (1998).
The spectrums of the quasi wall shear stress are shown in Fig. 4.
It is clear that the flow has a strong periodic signal at the lowest
pump speed (300 rpm) and at low oil temperature (28°C) condi-
tion, where the Re is about 1/11 of the Re at the normal operating
condition (60°C and 1160 rpm). The periodic fluctuation at turbine
blade passing frequency is dominant at #1 sensor location (Fig. 2),
because it is very close to the stator blade leading edge. A com-
bination of the pump blade frequency and the turbine blade fre-
quency (f, — f,) is also observed. At sensor #6, the signal of f, —
[ is the strongest one because this sensor is close to the stator blade
trailing edge where the potential effect due to the pump blade
becomes stronger. The broad-band signal is very weak at the low
Re condition. At the normal operating condition (60°C and 1160
rpm), no periodic signal is observed by any of sensors. This is
consistent with the fast-frequency response five-hole probe turbine
exit flow measurement (Dong et al., 1998) in which no periodic
flow is observed. The broad-band signal at high Re is much
stronger than that at the low Re condition.

The time averaged quasi wall shear stress of sensor #1 and #6 at
speed ratio 0.6 are shown in Fig. 5. The data processing technique
is described in Dong (1998). The quasi skin friction coefficient ¢ C,
and the Reynolds Number Re are defined as follows:

1 T,
=Gy eVt md Ven, e ®)
L L 3 9
9= 1002 R TE0 Y ©

At the lowest Re condition (28°C and 300 rpm), the quasi wall
shear stress varies considerably with the turbine blade angular
position, about 30% for sensor #1 and 8% for sensor #6. The RMS
values of the unresolved unsteadiness in quasi wall shear stress
(shown as vertical bar) are about 4% of the steady quasi shear
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Fig. 3 Radial distribution of the mass averaged flow parameters at the
stator inlet

stress. At the normal operating condition (60°C and 1160 rpm), the
steady quasi wall shear stress is about 10 times larger than that at
the lowest Re condition because of the increased velocity. The
quasi shear stress does not change with the turbine blade angular
position at the normal operating condition. The RMS values of the
unresolved unsteadiness in quasi wall shear stress are about 8% of
the steady quasi wall shear stress. The absolute level of the
unresolved unsteadiness is about 25 times higher than that in the
lowest Re condition.

The variation of quasi shear stress (from sensors #1 and #6) with
Reynolds number are shown in Fig. 6. The unresolved unsteadi-
ness RMS values in gC; are also shown in figures as the vertical
bar. For all sensors, the gC, follow the trend for laminar flow
relationship gC, « Re ™", which is shown as the dashed lines at the
low temperature condition. The data in the turbulent range follow
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Fig. 4 Spectrums of quasi wall shear stress on stator blade surface at
speed ration 0.6

the trend for the turbulent pipe flow gC; « Re™, which is shown

as the solid lines at the normal operating temperature. The higher
levels of the unsteadiness RMS values at the normal temperature
also confirm that the flow has a larger fluctuation and is turbulent.

It is concluded that the flow in the torque stator blade passage is
laminar at the low temperature (28°C) and is turbulent at the
normal temperature (60°C) condition. The normal operating con-
ditions of the Penn State facility are in the turbulent range. At the
normal operating condition, the turbine blade wake decays rapidly
due to turbulent mixing before it reaches the stator passages. Thus,
no periodic signal is observed.

Stator Exit Flow Field at Speed Ratio 0.6. The contours of
stagnation pressure, total velocity, axial velocity, yaw angle, and
secondary flow velocity vectors at the design condition are shown
in Figs. 7(b), 8(b), 9(b), 10(b), and 11(b), respectively. The radial
variation of the passage average properties is shown in Figs. 12(b),
13, and 14.

Some of the major features observed at this speed ratio can be
explained on the basis of the entry flow. The inlet flow near the
shell is nearly axial (with an incidence angle 29 deg, Fig. 13) and
the core flow has a high swirl (with a negative incidence of —24
deg). Such large variation in inlet angle, axial velocity, tangential
velocity, and static pressure (Fig. 3(b)) result in severe off design
conditions, three dimensionality, flow separation, and secondary
flow. All these features are observed at the stator exit. Very high
positive incidence near the shell is likely to separate the flow in the
shell-suction corner. This will result in blockage effect, accelerat-
ing the flow near the pressure side of the shell. This induces
secondary flow, inward radial flow along the suction surface,
outward flow along the pressure surface, as shown in Fig. 11(b).
The flow turning and the separation, in combination with the entry
shear flow, are major causes of the secondary flow observed. This
has many consequences. The shell separation region will have low
axial and total velocities, stagnation pressure, and very high losses.
The core flow is fairly clean with only wake as the undesirable
etfect. But severe migration of the flow results in very low axial
velocity, in the core region. The axial velocity profile deteriorates
considerably from inlet (Fig. 3(b)) to exit (Fig. 12()). Some of the
details will be discussed in the following.

The total pressure contours indicate that most of the stator exit

Journal of Fluids Engineering

area is covered by the free-stream, and there are two regions of
high losses (Fig. 7(b)). The free-stream covers more than 80% of
the measurement area. One of the high loss regions is the blade
wake, which covers about 15% width of the blade spacing and
spans from shell to core. Another high loss region is at the corner
of the shell and the blade suction side, which covers about 30%
width of the blade spacing and spans only from shell to 20% blade
height. The total pressure contours show a very high loss in this
small region, which is much higher than that in the blade wake.
This flow structure can also be seen in the total velocity contours
(Fig. 8(b)). The presence of high loss is due to high incidence and
large turning in this region.

In the free-stream, the total pressure is relatively uniform (Fig.
7()) from core to shell and pressure side to suction side. On the
shell-pressure corner, the total pressure reaches its highest value.
This is because the stator inlet total pressure is higher near the shell
(Fig. 3(b)). The total velocity is low near the core (Fig. 8(b)),
which is consistent with the low incidence at this region. This is
partly caused by the mass flow distribution at the stator inlet (Fig.
3(b)). The axial velocity contours at the stator exit (Fig. 9(b)) show
the same trend; low near the core and high near the shell. The flow
is overturned near the core and underturned near the shell (Fig.
10()), and the secondary flow vectors confirm this flow feature
(Fig. 11(b)). The total velocity reaches the highest value near the
shell-pressure corner (Fig. 8(b)). The high kinetic energy fluid is
kept near the shell-pressure corner because of the radial static
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Fig. 5 Time averaged quasi wall shear stress and unsteady rms values
(vertical bar) at the speed ratio of 0.6
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0.225 3 . inlet) has high shear gradients and this causes strong secondary
Speed Ratio 0.6 CH #1 flow to develop. The through flow velocity is low near the core. (4)
0200F - u . Measuremen The boundary layer near the blade suction surface is very thick,
| -___. Re™ : with possible flow separation as the stator inlet has a positive
0.475F ‘\ — R incidence on most of the blade span. The low kinetic energy fluid
"o" ' \ near the suction side is forced radially inward by the radial pres-
et sure gradient, which is from the core to the shell. It is believed that
§0'150 E§ ‘ this radial inward flow has a major effect on the radial mass
[ ! transport, which enhances the nonuniformity of the radial distri-
Co.125}- i { bution at the stator exit (Fig. 12(b)).
. At the stator exit measurement plane, the stator wake has de-
0.100¢ = cayed to some extent, because it mixes with the free-stream and
becomes increasingly wider and weaker. The streamwise distance
0.075 bt between the blade trailing edge and the probe tip is about 9.5 mm,
0 200 400 600 800 about 30% chord length of the stator blade. The wake can be seen
Re clearly from the total pressure and total velocity contours (Figs.
0,060 a. Sensor #1. 7(b) and 8(b)). The total pressure and total velocity are low in the
’ Speed Ratio 0.6 CH #6 wake and the static pressure maintains the same trend as the
s Measuremen free-stream region. The wake is slanted (Figs. 7(b) and 8(b)) due
0.050F Rt to the secondary flow. The flow overturning near the core, under-
. turning near the shell, and their effect on the wake results in a
*= \ —T Re highly distorted and skewed wake flow. Thus, when the wake
20'040' b reaches the measurement plane, it seems to be slanted in the
] [ counter-clockwise direction.
go,o;go L i The shell-suction corner is a complex flow region because of the
C C - J- flow separation. The total velocity and axial velocity are very low
L due to the flow separation (Figs. 8(b) and 9(b)). The high flow
0.020¢ losses due to the separation cause very low total pressure and static
[ pressure in this region. It is believed that high incidence and
0.010 il ——
0 200 400 600 800
Re
b. Sensor #6. Level Pt
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Fig. 6 Time averaged quasi skin friction coefficient and its unsteady
RMS (vertical-bar) at speed ratio of 0.6

pressure gradient, which is from core to shell at the stator exit (Fig.
12(b)). This is mainly caused by incidence and flow turning
distribution shown in Figs. 3(b) and 12(b).

At the stator inlet, the averaged axial velocity increases from
core to shell by 50% (Fig. 3(b)). It is observed that this non-
uniform axial velocity distribution deteriorates as the flow
progresses through the stator. At the stator exit, the averaged axial
velocity near the shell is about three times larger than that near the
core (Fig. 12(b)). This indicates large radial mass transport to-
wards the shell in the stator passage flow field. At the stator inlet,
most of the passage area has an inward radial flow (Fig. 3(b));
because from the core to 23% of the blade span, the turbine exit
flow has not been turned completely to the axial direction at the
measurement plane. The radial inward flow is confirmed by the
radial distribution of the mass average pitch angle at the stator inlet
(Fig. 3(b)). This is the major cause for the radial transport of mass
towards the shell.

Figure 11(b) shows a strong counter-clockwise (looking from
downstream to upstream) secondary flow at the stator exit. The
flow is overturned in the upper half of the passage, underturned in
the lower half, highly radial inward along the suction side, and
radial outward along the pressure side. The magnitude of these
secondary velocity vectors are nearly the same order of magnitude
as the average axial velocity. A general discussion on secondary
flow is given in Lakshminarayana (1996). For this torque converter
stator flow, several reasons could be attributed to the strong sec-
ondary flow. (1) A counter-clockwise vorticity (swirl flow) is
found at the stator inlet due to the non-uniform radial distribution
of the tangential velocity. The angular momentum is high near the
core and low near the shell (Fig. 3(b)). (2) At speed ratio 0.6, the
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0.001
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-0.100

evel Plot
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0.139
0.105
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0.433
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0.319
0.262
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0.035
-0.022
-0.079
-0.135
0.192

stator inlet has a 7.6 deg incidence and the flow turning angle c. Speed ratio 0.065.

across the stator is 45.3 deg. Such large flow turning develops

strong secondary flow. (3) The core flow at the turbine exit (stator Fig. 7 Normalized total pressure contours at the stator exit
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which is caused by the stator inlet vorticity, flow turning, the axial
velocity deficit near the core, and the shear gradient. The radial
inward flow at the inlet and the secondary flow results in a large
radial transport inside the stator passage. The shell-suction corner
flow separation, which is caused by the radial inward flow along
the suction surface, has a large blockage effect and enhances the
loss in the stator.

Stator Exit Flow Field at Speed Ratio 0.8. The data at the
speed ratio 0.8 are also shown in Figs. 3, and 7 to 13. Some of the
major feature observed at this speed ratio can be interpreted on the
basis of the entry flow. Here again, the inlet angle varies from the
core (68 deg) to the shell (49 deg), with a corresponding incidence
angle of —41 and —22 deg. The incidence is such that the turning,
as well as loading, is lower than the speed ratio 0.6. The turning
angle are 3 and 14 deg at the core and shell. With such low turning
angle, the losses, secondary flow, and the loading should be much
less severe. But the turbine exit conditions (stator inlet conditions)
reveal that the turbine core flow separation is much larger giving
rise to higher pressure near the core (lower pressure drop). The
axial velocity is nearly uniform radially, and the swirl near the core
is still higher than the shell, but the radial gradients are not severe.
The exit flow reveals that the loss near the core is higher than that
near the shell (Fig. 14). This is probably due to the thicker
boundary layer on the core (which could not be measured), caused
by flow separation on the core inside the turbine passage. The
overall difference between the speed ratio 0.6 and 0.8 is that
turning angles and incidence angles are much smaller at the higher
speed ratio. The shell-suction corner flow separation region has

i D
€

Level Vaxi
0.571
0.544
0.518
0.492
0.465
0.439
0.413
0.387
0.360
0.334

R R EER RS

c. Speed ratio 0.065.

Fig. 8 Normalized total velocity contours at the stator exit
san
secondary flow are major causes of this corner separation. The low o
kinetic energy fluid near the blade suction surface is transported
radially inward to the shell-suction corner by the secondary flow
and is kept there by the tangential pressure gradient. The accumu-
lation of the low kinetic energy fluid enhances the flow separation
in this corner.

The blockage effect caused by the corner separation can be seen
in the total velocity and axial velocity contours (Figs. 8(b) and
9(b)). The flow is concentrated near the pressure side, and the total
velocity and axial velocity reach the highest values near the
shell-pressure corner. It is clear that the total flow loss in the stator
is enhanced by this corner separation. The flow loss in the pump
also increases due to non-uniform flow at the stator exit, caused by
the corner separation and its blockage effect.

Comparing the radial distribution of mass-averaged flow prop-
erties at the stator inlet with the stator exit (Figs. 3(b) and 12(b)),
it is found that the radial static pressure gradient changes direction Fooosa
from shell-to-core at inlet to core-to-shell at the exit. This is mainly . 8 il
caused by large variation of flow turning in the spanwise direction. oo i
The exit flow angle from core-to-shell changes by about 25 deg
(Fig. 12(b)). The deviation angle (Fig. 13) clearly shows overturn- :
ing in the core region and underturning near the shell, even though
the flow turning is highest in the shell region due to high incidence.
The total pressure loss is high near the end-wall regions and higher
near the shell due to the shell-suction corner separation as shown

0.202
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0.348
0.316
0.283
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0.217
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0.152
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0.208
6 0.168
5 0.129
4 0.089
3 0.050
2 0.010
1

in Fig. 14. 0029
In general, the stator exit flow is dominated by the free-stream c. Speed ratio 0.065.

accompanied by the blade wake and a corner separation. A strong

counter-clockwise secondary flow is found at the exit flow field, Fig. 9 Normalized axial velocity contours at the stator exit
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| Level Bew total velocity on the suction side also increases the mixing between
' e the wake and the free-stream.

73.7

]
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o At the speed ratio 0.8, the secondary flow is much weaker than

o o that at speed ratio 0.6 (Figs. 11(a) and (b)). Possible reasons for the

A es2 reduced secondary flow are as follows. (1) The stator inlet counter-

: 2 clockwise vorticity (swirl flow) is weaker. (2) The stator flow

7 64l turning angle is small (10°) compared to the large turning angle

. (45.3 deg) at the speed ratio 0.6. (3) The negative incidence at

1 = stator inlet largely reduces the thickness of the boundary layer on

2 s the blade suction surface. The radial transport of the low kinetic

1 see energy fluid along the suction surface is reduced. The size of the

a. Speed ratio 0.8. shell-suction corner separation is also smaller. (4) The stator inlet

evidl B has a nearly uniform radial distribution of the axial velocity (Fig.

e s 3(a)). The secondary flow caused by the non-uniform inlet condi-

2 tion is greatly reduced. (5) The radial pressure gradient at the stator
= exit is smaller than that at the speed ratio 0.6 (Fig. 12).

Y o At the speed ratio 0.8, the stator inlet has a 20 deg incidence

‘EC change from core-to-shell (Fig. 13). There is almost no flow

5 o turning across the stator blade near the core, and very small turning

il (about 10 deg) in the rest of the passage. At this speed ratio, the

4 s stator plays a limited role as an reactor and the torque converter

ol has a very small torque multiple. The radial pressure gradient is

1 os17 from core-to-shell at both the stator inlet and the exit (Figs. 3(a)

and 12(a)). A higher total pressure loss is found near the core (Fig.
14). This is partly due to the flow mixing as evidenced by the high
unsteadiness at the turbine exit near the core, as mentioned earlier.

Level Beta
¥ 91.9

E 889 The stator inlet has a —41° incidence near the core (Fig. 13). The
e = flow is separated on the pressure surface near the leading edge,
80.0 which causes high total pressure loss. The radial mass flow trans-
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c. Speed ratio 0.065.

Fig. 10 Flow yaw angle contours at the stator exit (unit °) e LS oy,

T

been reduced. The non-uniformity in the total pressure distribution
is reduced as the flow passes through the passage, resulting in a
smoother distribution. The secondary flows are generally lower
(Fig. 11(a)) than those observed at the speed ratio 0.6. Detailed
interpretation of the data is given below.

At the speed ratio 0.8, the total pressure is high near the suction
side and low near the pressure side (Fig. 7(a)) in the free-stream.
The total pressure reaches the highest value near the core-suction
corner instead of in the shell-pressure corner. Unlike those ob-
served at the speed ratio 0.6, the total velocity is high near both the
suction side and the shell-pressure corner (Fig. 8(a)). This is
believed to be caused by the change in the blade inlet incidence
(Fig. 13). At the speed ratio 0.8, the stator has a —31.9 deg average
incidence, which is almost 40 deg lower than that at the speed ratio
0.6 (Fig. 15(a)). It also should be noted that the incidence is in the
positive direction, the inlet flow is impinging on the suction side
(Fig. 2). There is probably a small separation bubble on the blade
pressure side close to the leading edge. The flow is forced to the
passage suction side by the blockage effect. This is the reason for
the high total pressure and the total velocity found near the suction
side. The high total velocity in the shell-pressure corner is still due
to the blockage effect caused by the shell-suction flow separation.

The blade wake at the speed ratio 0.8 is thinner and weaker than
that at the speed ratio 0.6 as evidenced by the total pressure and
total velocity contour plots (Figs. 7(a) and 8(a)). This means the
size of the wake is smaller and decays more rapidly. As mentioned

SN\ IITTTTTIN N

S NN T

Ve e .

earlier, the negative incidence angle greatly reduces the thickness ¢. Speed ratio 0.065.

of the boundary layer on the blade suction surface. The width of

the wake is much smaller than that at speed ratio 0.6. The high Fig. 11 Normalized secondary flow vectors at the stator exit
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Fig. 12 Radial distribution of the mass averaged flow parameters at the
stator exit

port is also smaller. The radial distribution of the axial velocity at
the stator exit is more uniform than that at the speed ratio 0.6 (Figs.
12(a) and (b)). The deviation angle near the shell is reduced (Fig.
13) due to the smaller flow turning and the weaker secondary flow.

Stator Exit Flow Field at Speed Ratio 0.065. The data at
speed ratio 0.065 are shown in the bottom of Figs. 3, and 7 to 12.
The flow at this speed ratio experiences most severe off design
conditions, and the incidence is very large as shown in Figs. 2 and
3(¢). The inlet angle is nearly uniform (about —58 deg) and the
outlet angle shows large deviation near the mid-span region (Fig.
13). The incidence and the flow turning angles are nearly 85 and
120 deg, respectively. Such severe conditions results in very heavy
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Fig. 13 Radial distribution of mass averaged incidence and deviation
angles of the stator

blade load with substantial flow separation all the way from
core-to-shell, secondary flow and losses. Most importantly, the
incoming flow is three-dimensional with appreciable radial flows.
The three-dimensional flow should result in considerable flow
mixing inside the passage and is evident from Fig. 14, where the
core flow experiences an increase in the stagnation pressure and
the shell experiences very large losses. The flow with high total
pressure near the shell has been swept towards the core by the
secondary flow resulting in the observed phenomena. Increased
secondary flow is evident from Fig. 11(c), and increased flow
separation is evident from Figs. 7 to 10.

At the speed ratio 0.065, there is no free-stream in stator exit
flow field. The blade wake has decayed due to large mixing, and no
flow separation is observed near the shell-suction corner. How-
ever, high loss regions are observed in the middle of the passage
(Fig. 7(c)), and the reverse flow is detected near the core region
(Figs. 9(c) and 10(c)).

A large positive incidence angle at the blade inlet is the main
cause of the complex flow at the speed ratio 0.065. The incidence
angle increases about 80° from the speed ratio 0.6, and the average

Speed Ratio 0.8 Speed Ratio 0.6 ; Speed Ratio 0.065
! Core Core Core
0.9 0.9
0.8 0.8
0Tk - - 0.7
o‘eE 0.6
Zosf -+ Losf
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0.1 oif
[ —s—inlet F s II--—Inlgt
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Fig. 14 Radial distribution of normalized total pressure at the stator
inlet and exit
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Fig. 16 Passage mass-averaged flow parameters versus speed ratio

incidence angle is 85.4 deg (Fig. 15(a)). The average flow turning
angle is 119.1°. This large positive inlet incidence causes flow
separation on the blade suction surface. Total pressure contours
show that high loss flow structures cover most of the passage area
(Fig. 7(c)), and the total velocity contours show a similar feature.

One of the important features of the stator exit flow field at
speed ratio 0.065 is that a vortex is observed near the mid-span.
The total pressure and static pressure are very low in the center of
the vortex, and the total velocity is also very low in this region
(Figs. 7(c) and 8(c)). The secondary velocity vectors support the
existence of this vortex (Fig. 11(c)), which is a counter-clockwise
secondary flow vortex. The secondary flow is enhanced by the
interaction with the flow separation on the blade suction surface.

It is clear that the secondary flow is strong and complex (Fig.
11(c)). The flow is highly overturned near the core, radially inward
near the suction side, underturned near the mid-span, radially
outward near the pressure side in the upper half of the passage, and
overturned near the shell. This indicates the presence of a counter-
clockwise secondary vortex in the upper half of the passage and a
clockwise secondary vortex in the lower half of the passage.
Compared with the speed ratio 0.6, in which only one counter-
clockwise secondary vortex is observed at the measurement area,
the counter-clockwise secondary vorticity in the upper half pas-
sage is enhanced by the existence of the clockwise secondary
vorticity in the lower half passage. At the stator inlet, the axial
vorticity is in the counter-clockwise direction at the speed ratio
0.065 (Fig. 3(c)).
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The radial distribution of the mass-averaged axial velocity is
linear and nearly uniform at the stator inlet, with some deficit near
the core (Fig. 3(c)). The radial velocity is in the inward direction,
but the magnitude is very small. However, a large axial velocity
deficit is found near both the core and the shell at the stator exit
measurement plane (Fig. 12(c)). This means that the flow field
inside the stator passage is highly three-dimensional at this speed
ratio, and the secondary flow has a large effect on the radial
transport. The mass flow rate is concentrated near the blade mid-
span at the exit (Fig. 9(c)). A reverse flow is observed near the
mid-passage near the core (Fig. 9(c)). The axial velocity deficit
near the core clearly is the result of this reverse flow.

Another feature of the stator exit flow at speed ratio 0:065 is that
the shell-suction corner flow separation does not stay in that
corner, but moves to the mid-passage and 30% of the blade span.
The total pressure and the total velocity are very low at the center
of the separation (Figs. 7(c) and 8(c)), and the static pressure is
low. The blockage effect can also be clearly seen from the total
velocity contours (Fig. 8(c)), the total velocity is very high beside
the separation region. The change in the location of the separation
zone may. be caused by several causes. First, as the blade inlet
incidence angle increases, the flow condition on the suction surface
becomes worse. The shell-suction corner flow separation could
start earlier, where the separation starting point moves upstream on
the blade surface. Stronger secondary flow in the blade passage
will also cause the flow separation to occur further upstream. As
the flow separation propagates downstream, it detaches from the
blade surface and the shell wall. Both the blade suction surface and
the shell wall have some curvature, and the flow separation can not
follow these curvatures. Second, the flow overturning near the
shell may result in separation near the blade mid-span. It is also
clear that this flow separation interacts with the strong secondary
flow vortex, which is located just above it. The interactions be-
tween these two flow structures clearly affect their respective
positions in the blade passage.

In general, the stator exit flow field at the speed ratio 0.065
differs substantially from those at the speed ratio 0.6. The flow is
highly three-dimensional and much more complicated. The free-
stream and the blade wake can no longer be found at the measure-
ment plane. A strong secondary flow vortex is observed near the
center of the passage. The shell-suction corner flow separation
detaches from that corner, and moves toward the middle of the
passage.

Effect of Speed Ratio on the Stator Exit Flow. Itis clear that
the largest flow turning occurs at the lowest speed ratio in the
stator blade passage and the stator provides the largest angular
momentum change. From speed ratio 0.8 to 0.065, the flow turning
angle increases by about 110 deg, while the torque ratio increases
from 0.976 to 1.922 (as measured at the Penn State facility). The
flow structure inside the blade passage is dominated by such large
changes in the turning angle.

From the data presented in this section, the speed ratio has a
major influence on the stator exit flow field. The inlet incidence
angle (Fig. 13) to the stator blade depends on the speed ratio,
which changes more than 110 deg from the peak efficiency con-
dition to the stall condition. The extent of the free-stream, the flow
separation on the blade surface and the end-wall, the strength and
structure of the secondary flow, the exit flow deviation angle (Fig.
15), total pressure loss (Fig. 14), etc. are strongly influenced by the
blade inlet incidence. The stator inlet axial velocity distribution,
radial velocity distribution, and magnitude of axial vorticity (swirl-
ing flow) are also very much dependent on the speed ratio.

The variation of mass-averaged flow parameters at the inlet of
stator (exit of the turbine), with the speed ratio, is shown in Fig.
15(a). Flow measurements at the exit of turbine were conducted at
speed ratios; 0.8, 0.6, and 0.065. The variation of the stator exit
mass-averaged flow parameters with the speed ratio are shown in
Fig. 15(b). As the stator has a 27 deg inlet blade angle, the
measured inlet incidence angle changes from 85.4 to —31.9 deg as
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the speed ratio is increased from 0.065 to 0.8. The stator blade has
a 70 deg exit angle, and the measured exit deviation angle changes
from 1 to 10 deg as the speed ratio is decreased from 0.8 to 0.065,
and the deviation angle increases sharply from speed ratio 0.8 to
0.4.

Conclusion
The following conclusions are drawn from this investigation:

(1) At normal test conditions, the flow in the stator passage is
found to be turbulent based on the surface hot-film sensor data.
The turbine exit periodic flow is decayed completely by the tur-
bulent mixing before it reaches the stator passage.

(2) At the speed ratio 0.6, the stator exit flow field is domi-
nated by the free-stream, accompanied by the blade wake and
shell-suction corner flow separation. The total pressure is relatively
uniform in the free-stream, and the total velocity is low near the
core and high near the shell-pressure corner. The total pressure and
total velocity are very low in the shell-suction corner flow sepa-
ration region.

(3) A strong secondary flow is found at the stator exit flow,
and the flow is overturned near the core and underturned near the
shell. The main reasons for the secondary flow are the swirling
flow at the stator inlet, the axial velocity deficit near the core, and
the flow turning. The wake is slanted at the measurement plane due
to the overturning and underturning of the flow.

(4) The radially inward velocity at the stator inlet and the
secondary flow produce a large radial transport of mass flow inside
the stator passage, especially at low speed ratios. The shell-suction
corner flow separation, which is caused by the radially inward flow
along the blade suction surface, has a large blockage effect and
introduces flow losses to the stator and pump flow.

(5) From the core to the shell, the stator inlet has more than a
50 deg incidence change along the blade height at the speed ratio
0.6, and the exit flow angle has about a 25 deg variation. The
mass-averaged incidence angle is 7.6 deg, and the deviation angle
is 5.3 deg at the speed ratio 0.6.

Journal of Fluids Engineering

(6) At the speed ratio 0.8, the stator blade has a —31.9 deg
incidence. High total pressure and total velocity are found on the
suction side at the exit due to the blockage caused by the inlet flow
separation. The blade wake is decayed more rapidly due to the
mixing with the high velocity free-stream. The secondary flow is
weaker, and the mass flow radial transport is smaller.

(7) At the speed ratio 0.065, the mass-averaged incidence
angle is 85.4 deg, and the flow turning is 119.1 deg. The stator exit
fiow field is significantly different from the speed ratio 0.6 because
of the large change of inlet flow angle. High loss flow structures
are found in the middle of the passage. A strong secondary flow
vortex is observed in the center of the passage, with both low total
and static pressures. The secondary flow is enhanced by an inter-
action with the large flow separation on the blade suction surface.
The shell-suction corner flow separation moves to the mid-passage
and 30% blade span.
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Introduction

For the evaluation of the integrity of rotating machinery the
vibration level is one of the most important indexes. It can also be
used for evaluating the appropriateness of design and manufactur-
ing. Currently, it is often requested by the users to reduce the
vibration below a certain level. In such cases, the vibration criteria
of ISO (International Organization for Standardization), API
(American Petroleum Institute), and HI (Hydraulic Institute) are
often referred to.

ISO 10816-3 “Mechanical vibration evaluation of machine vi-
bration by measurements on non-rotating parts” was newly estab-
lished as vibration criteria for industrial rotating machinery based
on the bearing housing vibration in situ. For the purpose of
discussing the appropriateness of the application of the proposed
vibration criteria to pumps, a work group (W. G.) was established
in the Turbomachinery Society of Japan in December 1992. The
W. G. is composed of eighteen engineers and researchers from
universities, pump users, pump plant engineering companies, and
pump manufacturers. There have been some discussions on vibra-
tion criteria (Maten, 1972; Hancock et al., 1974; Lifson et al.,
1987). However, since it was found that no results of a systematic
survey on the rms value of pump vibration velocity were available
for the assessment, it was decided to carry out field measurements
of vibration level. The vibration level was measured in rms and
zero-to-peak values, since the former value is specified in the new
criteria while the latter is used in conventional standards. Based on
161 sets of measured vibration data, the effects of driver output,
rotational speed and pump type are studied.

The present paper discusses the applicability of the new ISO
criteria to the evaluation of the vibration level of pumps, based on
the results of the field measurements.

History of ISO Vibration Criteria

The magnitude of the vibration level of a machine is influenced
by many factors such as structure, design, operating condition,

Contributed by the Fluids Engineering Division for publication in the JOURNAL oF
FLuibs ENGINEERING. Manuscript received by the Fluids Engineering Division June 10,
1998; revised manuscript received July 13, 1999. Associate Technical Editor:
B. Schiavello.

798 / Vol. 121, DECEMBER 1999

Copyright © 1999 by ASME

zones, which are acceptable for unrestricted long-term operation of pumps, are quite
appropriate and satisfactory.

mounting condition, and so on. This makes it very difficult to
predict the allowable vibration level for an individual machine.

It is obvious that a lower vibration level is favorable for more
reliable operation. However, the requirements of an excessively
low vibration level may lead to excessive cost, weight, and space.
A good design should be based on a good balance between
performance, reliability, and cost. Under these circumstances it is
convenient to have appropriate vibration criteria to avoid the cost
of excessive quality.

It is common practice for designers to set their own vibration
criteria for their own machines based on some official standard
taking into account their experience and the results gained from
similar machines. From the viewpoint of the maintenance of ro-
tating machinery, it is convenient to have a unified vibration
standard applicable to all types of rotating machinery.

In 1939, Rathbone (U.S.A.) proposed a chart showing the rela-
tion between rotational speed and displacement, which became the
origin of today’s vibration criteria (Sagisawa, 1981). After that, the
evaluation criteria were separated into those for bearing housing
vibration and for shaft vibration as shown in Fig. 1. As for the
bearing housing vibration, the German standard VDI 2056 (1964)
was established and eventually became the basis of the interna-
tional standard. This standard introduced the scale of vibration
severity, in which vibrations with the same rms velocity anywhere
in the frequency band 10 to 1000 Hz are considered to be of equal
severity. In this standard, the machines are categorized into six
groups according to their power, type (e.g., rotating or reciprocat-
ing) and the rigidity of foundation. The vibration level was clas-
sified into four evaluation zones. The standard of ISO 2372 (1974)
has nearly the same contents as VDI 2056. The standard ISO 3945
(1977) for larger rotating machinery provides definite definitions
of evaluation zones A to D. See Table 1.

The newly prepared ISO 10816 gives the vibration evaluation
criteria for monitoring and maintenance in situ to facilitate the
practical applications of the above two ISO criteria (ISO 2372 and
ISO 3945). The outline of ISO 10816-3 (1998) can be summarized
as follows.

(1) Machine type: see Fig. 1

(2) Rated power above 15 kW, rotational speed 120 to 15,000
rpm
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« Original of Vibration Evaluation Criterla
« Bearing Housling Vibration

Displacement

D

Rotational Speed

Rathbone (1938)

Bearing Housing Shatt Vibration
Vibration
VDI 2056 (1964) VD! 2059 (1982)
1SO 2372 (1974) 1SO 7819
1SO 3945 (1977) Frequency
{Scope>
1SO 10816 1 Steam Turbines{up to 50MW)
Steam Turbine Sets(greater than 50MW)
Part 1. General Guidelines (below 1500 rpm or above 3800rpm)
Part 2. Large Steam Turbine Compressors
(Part 3, Industrial Machines = Gas Turbines{up to 3MW)
Part 4, Gas Turbine Turbo Pumps
Part 5. Water Turbine Generators
Part 6. Reciprocating Machines Motors
Bl or Fans

Fig. 1 Change of ISO vibration evaluation criteria

(3) Evaluation scale: rms values of vibration velocity and
displacement

(4) Measuring frequency: 10 to 1000 Hz (for machines below
600 rpm: 2 to 1000 Hz)

(5) Classification of rotating machines

Group 1. large machines with rated power above 300
kW

Group 2: medium-size machines with rated power 15
kW to 300 kW

Group 3: pumps with separate driver—with rated power
above 15 kW

Group 4: pumps with integrated driver—with rated

power above 15 kW

(6) Support flexibility
flexible: lowest natural frequency <1.25 X main excita-
tion frequency
rigid: lowest natural frequency >1.25 X main excitation
frequency

(7) Evaluation zone A to D.
The definitions of evaluation zone A to D are given in
detail as shown in Table 1. The values of rms displacement
and velocity for the A/B, B/C and C/D zone boundaries are
specified for each machine group as shown in Table 2.

Group 3 and Group 4 are added to take the following pump
vibrations considerations into account. The pump vibration is
mainly caused by the hydraulic forces which cannot be balanced
by a simple mechanical balancing. In addition, there are many
cases in which pumps are operated satisfactorily even above the
levels of the vibration criteria which limit the operation of Group
1 and Group 2 machines.

It is stated in the main text of the ISO 10816-3 that the values
of Group 3 and Group 4 in Table 2 are applicable only for the
operations at the rated flow but higher vibration values may occur
at non-rated conditions. In the following sections, vibration data

Table 1 Definitions of vibration evaluation zones

1SO VDI 2056 1SO 3945
Zone (64) m 1SO 10816-3
Gut Newly commissloned
A (good) Good machines would normally

fall within this zone

Normally considered
acceptable for unrestricted

B Brauchbar Satisfactory

(useful) long-term operation
c Noch Zulassig Unsatisfact Normally considered
(still allowable) nsatistactory | unsatisfactory for iong-
term continuous operation
Unzuléssig Normally considered
D (not allowable) Unacceptable {to be of sufficient severity

to cause damage

obtained by the W. G. are presented to discuss the adequacy of the
proposed vibration criteria. The criteria for vibration velocity are
mainly discussed since the criteria for displacement can be easily
satisfied by appropriately designing the support system.

Characteristics of Pump Vibration

Vibration characteristics of pumps are very different from those
of electric or gas handling machines. It is well known (Someya et
al., 1989) that the contributions of the hydraulic forces are very
large in the static and dynamic loads on the shaft. Even at the rated
flow, the hydraulic excitation force may become several times as
large as the residual mechanical unbalance. In addition, the hy-
draulic excitations are largely dependent on the operating condi-
tions (Kanki et al., 1981). Generally they are composed of rota-
tional frequency fy, blade passing frequency fyZ,, their harmonics
and the broad band components at low frequencies caused by the
turbulence in the flow. At reduced flowrate the blade passing and
broad band components increase significantly. The vibration level
of a pump caused by these hydraulic forces is generally higher than
other rotating machines. However, the hydraulic forces on the
impeller shrouds and wear rings generally act to reduce vibration
at subcritical speeds, as shown by the spring and damping effect of
the wear rings. This might be the reason why the pumps can be
operated without problems with higher levels of vibration mea-
sured at the bearing housing.

Figure 2 shows the relation between the vibrations at rated and
non-rated flow including all types of pumps (overhung or between
bearing pumps with horizontal shaft, and vertical shaft pumps) of
the present survey. The rated flow is basically defined as the best
efficiency point, and the non-rated flow is defined below 40% of it,
in this figure. Although we observe large scatter the vibration level
at non-rated flow is, on the average, about 2.7 times as large as that
at rated flow. This fact is reflected in the ISO 10816-3 by restrict-
ing the application of the vibration criteria only to the rated
operating conditions.

Measurements of Vibration Severity

The vibration severity is defined as the rms values. Vibration
severity rms values are more widely used than zero-to-peak values.
For sinusoidal waves, the rms values can be estimated by dividing

rotational speed of pump (rpm) V, =

zero-to-peak value of vibration

Nomenclature
f = frequency (Hz) V = rms value of vibration velocity V, = rms value of vibration velocity at
f. = lowest natural frequency (Hz) (mm/s rms) rated flow (mm/s rms)
fy = rotational frequency of pump (Hz) V,, = rms value of vibration velocity at Z = mechanical impedance
L = driver output (kW) non-rated flow (mm/s rms) Z, = number of impeller blades
N
n

= number of pumps

Journal of Fluids Engineering

velocity (mm/s*")
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Table 2 Zone boundaries of ISO 10816-3

Velocity (mm/s rms) Displacement (um rms)

Zone

Support

Class Group | Group |Group | Group | Group | Group | Group |Group

1 2 3 4 1 2 3 4

A/B 23 | 14 23| 14 | 29 22 | 18 11
Rigid B/C 45 | 28 45 | 28 | 57 45 [ 36 22
c/D 71| 45 71| 45 | 90 7| 56 36
AB 35 | 23 35| 23 | 45 37 | 28 18
Flexible| B/C 71| 45 71| 45 | 90 71| 56 36

Boundary

c/b 1.0 | 74 | 11.0 | 7.1 | 140 | 113 | 80 56

the zero-to-peak values by the square root of 2. However, pump
vibrations are composed of various frequency components and the
above relation may not be applicable for estimating the rms values.
This relationship was checked at an early stage of the present
survey. Figure 3 shows the ratio of rms values to the zero-to-peak
values measured on horizontal shaft pumps around rated flow. It
shows that the ratio is significantly smaller than the ratio of unity
to square root of 2 and large scatters are included. Based on this
data, estimation of the rms values from zero-to-peak values was
abandoned and vibration severity meters based on ISO 2954
(1975) using “rms” were used throughout this study. It should be
mentioned that some severity meters detect the “average” or “rms”
value, but are scaled to display this as the “peak” reading of a
sinusoidal signal; this does not give a true “zero-to-peak” mea-
surement for other kinds of signal.

Results of Measurements

It is most appropriate for the discussion of the vibration criteria
to be based on the in situ vibration data of a long-term operated
pump without vibration problems. So, the vibration measurements
were carried out for low power pumps with power up to 300 kW
and for high-speed and high-power pumps such as boiler feed
pumps as well as pumps with integrated driver. The measurements
were made following an unified procedure and the data were

16

14

12

10

Vnr (mm/s rms)
[++]

—==—= Average = 2.7X
Vibration Data on Bearing Housing

0 2 4 6 8 10 12
Vr (mm/s rms)

Fig. 2 Relationship between rated flow and non-rated flow vibrations
(measurement uncertainty in V, = 2 percent, in V,, = 2 percent)
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Fig. 3 The ratio of rms value of zero-to-peak value (measurement un-
certainty in V = 2 percent, V/V, = 4 percent)

recorded on a form prepared by the W. G.. Vibration meters based
on ISO 2954 were used after calibration,

Low Power Pumps With Separate Driver. To unify the
design conditions, pumps based on ISO or API were selected for
the survey, which have been operated satisfactorily over ten years
in situ. The outline of the measurements is summarized as follows:

(1) Driver output: 15 to 300 kW
(2) Pump type: 100 sets in total

e Mainly single or double-stage pumps

e 53 sets of overhung pumps with horizontal shaft

e 31 sets of between bearing pumps with horizontal shaft

e 16 sets of vertical shaft pumps

(3) Locations and directions of vibration measurement point:

e Horizontal shaft pumps: at the center of bearing hous-
ings (vertical, horizontal and axial)

e Vertical shaft pumps: at the top of the motor frame
(discharge direction, normal to the discharge direction
and vertical direction)

(4) Measuring items:

e Vibration velocity, vibration displacement (rms and
0-P)

¢ Predominant frequency and operating flowrate

o Natural frequency of pump structures

(5) Measuring conditions:

e At rated speed and temperature (15 to 315°C)

¢ Around rated flow: flow range from 50 to 120% of best
efficiency point

In Fig. 4, the maximum vibration velocity taken from the data
for three vibration directions is plotted against the driver output or
rotational speed. We observe no systematic dependences on the
power or speed. This shows that the classification depending on
power is not required for pumps, unlike other types of rotating
machines. The measurements were made around rated flow. Figure
5 shows the histograms of the pump number distributions against
the vibration velocity for horizontal shaft pumps. Figure 5(a) is for
the pumps with power 15 to 300 kW. In Fig. 5(a) the velocity
criteria for Groups 2 and 3 for rigid supports are shown since most
of the pumps in this category have rigid supports. If we apply the
criteria for Group 2 machines, only 73% of the healthy pumps fall
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Fig. 4 Vibration velocity level of pumps with separate driver (Group 3) (measurement uncertainty in V * 2

percent)

into zone A or B categories but this number increases to 90% if we
apply the criteria for Group 3. This shows the appropriateness of
specifying the criteria for pumps as Group 3. On the other hand,
vertical shaft pumps usually have fiexible supports and all of the
present data fall into zone A or B even if we apply the criteria for
Group 3 machines.

High Speed, High Power Pumps With Separate Driver.
The vibration levels of the pump sets with power above 300 kW,
which have been operated satisfactorily over ten years in situ, were
also measured according to the same procedures as explained for
low power pumps. Figure 4 includes 26 data of pumps with power
above 300 kW. To unify pump design, high-speed, high-power,
horizontal shaft, multi-stage pumps exceeding 3600 rpm and 1
MW such as used for BFPs (boiler feed pumps) in thermal power
plants were selected, including 17 sets with volute type casing and
3 sets with diffuser type casing. Vibration data on pumps were
obtained with their speed range 4900 to 7200 rpm and power range
2.7to 18.5 MW. The flowrate was kept between 70% and 110% of
the best efficiency point, and the rotational speed range was above
90% of rated speed. The temperature of the fluid was kept betwen
150 and 190°C, which was rated temperature for the pump. As an
example, the data sheet of a boiler feed pump is shown in Fig. 6.

As shown in Fig. 4, the vibration levels of BFPs are significantly
higher than these of low power pumps. This is considered to be
caused by higher rotational velocity and flexible supports of these
types of pumps. Figure 5(&) is for the pumps above 1 MW and
exceeding 3600 rpm, and shows that only 20% of the present data
fall into zone A or B if we apply the criteria for Group 3 rigid
support but 80% based on the flexible support criteria. Figure 7
shows the vibration spectrum of the BFP shown in Fig. 6. The

14 Sample : 84 Data
) A I8 _[¢C 23 BFP : 20 Data
(U] A [ 8 [ D @A TBe ] ¢
g A B
%23 o - < ]
80% S le—20%_
20 21 80%
15 (1) Group 3,
Flexible Support
16 {2} Group 3,
e 1% c10 12 Rigld Support
10
{1} Qroup 3, 3
Rigld Support 4 4
s 2) Group 2, 5
lgid Support 3
o (]
071 112 18 28 46 74 45 7.4 1.0

V (mm/s rms)
(b) Pumps with power above 1MW and exceeding 3600rpm

V (mm/s rms)
(a) Pumps with power from 16 to 300kW

Fig. 5 Pump number distribution against vibration level, horizontal
shaft pumps (measurement uncertainty in V £ 2 percent)
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blade passing frequency (fyZ; = 420 Hz) component is predom-
inant. This is typical for high speed pumps. Figure 8 shows the
result of excitation test on the BFP shown in Fig. 6. The lowest
natural frequency of the pump structure (51.5 Hz) is smaller than
the pump rotational frequency and the predominant blade passing

Measured Vibration Data for Pumps

Pump Name I Boiler Feed Pump Horizontal Multi Stage
Pump Type
Use l Boiler Fead for Thermal Power Station Double Volute
g Rated Flow (m?¥h) 1750 Driver Steam Turbine
§ Rated Head (m) 3350 Driver Output (KW) 18500
g B.F.P. Flow (mdh) 1750 Rotational Speed (rpm) 5250
Liquid Boiler Feed Water Bearing Type Sleeve
Liquid Temp. (°C) 149 Standard JIs
Operating Years | 17 Years |Vibration Meter Type {Maker)| VIBROPORT (SCHENK)
Measured Value Measured Data _ Aug., 25, 1995
Measured Condition
Flow (m%h) Q | Speed (rpm) N f ; Rotational Frequency of Pump (Hz)
1650 5040 Zi ; Number of Impeller Blades (=5)
Bearing Housing Vibration
Coupling Side End Side
Vertical | Horizontal Axial Vertical | Horizontal Axial
%‘ mm/s rms 4.9 5.3 3.2 5.2 4.0 4.2
€ |mmso-p| 161 18.2 13.4 19.8 16 15.3
Elmmms| 89 8.0 26 7.9 7.4 35
g mm P-P 215 30.0 16.2 34.2 30.3 216
Dominant ! N 84 (fn) 84 (fn)
Fraq. (H2) 840 (2fnZi) | 420 (inZi) 420 (inZi) 84 (fy) 84 (i) 840 (2MZi)
) 7 ::\5\1
R °C W B~ O
Measured Point’ ‘?gg //: = Measured Point
MiH !‘“"““‘{k"“ )
W a' & .
2 MESDY S N[ e
Pump Structure

Fig. 6 An example of BFP vibration investigation
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Fig. 7 An example of BFP vibration spectrum (measurement uncer-
tainty in f = 2.5 Hz, in V = 2 percent)

frequency (fvZ; = 420 Hz). It means that the pump is classified
to have flexible support. Generally structures of BFP have the
lowest natural frequency below 100 Hz which is much smaller
than the blade passing frequency. Hence, the application of the
flexible support criteria to the boiler feed pumps is quite reason-
able.

Pumps With Integrated Driver. Smaller values of vibration
criteria are proposed for Group 4 pumps with integrated driver
such as sealless type pumps. This might be because the vibration
caused by the misalignment can be avoided for these pumps. For
this type of pump, 35 sets of data on overhung, single-stage, and
sealless type pumps were obtained with their power range 0.85 to
400 kW. Figure 9 shows the plots of these data similar to those in
Fig. 4, and includes 21 sets of the data for pumps below 15 kW.
These data are outside the range covered by the ISO 10816-3, but
helpful to examine the vibration characteristics of integrated driver
pumps including those above 15 kW. The natural frequency could
be measured for 13 pumps, and the results are shown in Fig. 10.
Owing to the higher rotational speed (2 poles: 50 Hz or 60 Hz) and
larger mass/support flexibility ratio (caused by the integrated driv-
er), the lowest natural frequency is around or smaller than the
rotational frequency. So the pumps with integrated driver have
flexible supports. All of the present pumps show a smaller vibra-
tion level than the B/C boundary for flexible support pumps.
However the criteria should be reexamined when pumps with
higher speed and higher power are developed in the future.

Comparison of Fig. 9 with Fig. 4 shows that the vibration level
of integrated driver pumps is not significantly smaller than for
other types of pumps. This may be caused by the flexible supports
of integrated driver pumps.

Exciting Direction : Horizontal

6
10 360°
Operating Zone
Phase
10° g-m‘*
o
10°F  Lo° Mechanical Impedance
N
108}
Discharge fuctlon
Coupling Side
gm’ Bxor 51.5Hz [
10°+ 7 L Pump Horlzomal,
17 1st Mode 103Hz
“““ y ;‘olm (Pump Horlzontal
2nd Mode
10 L77 i " .
10 20 50 100 200
f (Hz)

Fig. 8 BFP excitation test result (measurement uncertainty in f + 0.25
Hz, in Z £ 4 percent)

From the above discussions the ISO 10816-3 proposes more
reasonable criteria at least for B/C boundaries.

The Definition of Zone A. So far the discussions have mainly
concentrated on the B/C boundaries. In the ISO 10816-3 a new
definition for zone A is introduced: “newly commissioned ma-
chines would normally fall within this zone.” This definition might
be adequate for other types of machines but not for pumps as
shown by the data in Figs. 5 and 9. There should be further
discussion on it. One possible definition for pumps might be “the
machines which fall within this zone are considered to be fine.”

Comparison With Other Vibration Criteria

If we assume that the vibration is a sinusoidal one with a known
frequency, the vibration criteria in displacement and velocity can
be related with each other and shown in one chart. Also the
conversion from rms values to zero-to-peak values is possible. For
the comparison of the ISO 10816-3 with other criteria, the B/C
boundary for Group 3 with rigid support is converted to zero-to-
peak values and shown in Fig. 11 along with other criteria for
pumps (API 610-7th, 1989; API 610-8th, 1995; HI, 1982; JIS B

10 =TT rr—rr=rrrr—rrr rrr—r—rrrrm . . , . 13
[ O :Above 15kW ] \ 7.1 1
@ :Bolow 15kW T i : ®
L e eeaen reeQreeerrnmmnneaarennnee ] . o 4.5 1
- ) d 4t . i ¢
I % ° 17T ¢ 8 Rl
& b .....“ ......... ¥ : . l—{ B
E T ¢ 17T o 11 ha4
P ° [ ] o © o?© . |
E . °8° o B
s 1 ® e 1 F e o -
> r ®e o i F e oo .
5 ® o L ] (Y ..
[ o 1°¢L o o 1]ala
i f aw.ldolm Side N B [ ] N
- [ M E
s (1) Group 4, Flexible Support
R 1 F (2) Group 4, Rigid Support b
0.2 IR BRI B A i1 AT ) 1 1 1
0.1 1 10 100 1000 0 1000 2000 3000 4000 5000 (1)(2)
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Fig. 9 Vibration velocity level of pumps with integrated driver (Group 4) (measurement uncertainty in V + 2

percent)
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Fig. 10 Support condition for pumps with integrated driver (measure-
ment uncertainty in f/fy + 4 percent)

8301, 1990). The portion with positive slope comes from the limits
on the displacement and the flat part from the velocity. We observe
that the B/C boundary with rigid support is very close to other
criteria for pump vibration apart from API 610 8th edition defined
as lower vibration levels.

Conclusion

Results of field measurements of pump vibrations are presented.
No explicit systematic dependence on driver output or rotational
speed was observed. However, it was found that BFPs with larger
driver output and higher rotational speed have larger vibration
levels than those pumps of less than 300 kW driver output. This
might be caused by the higher hydrodynamic forces due to higher
rotational speed and by the flexible support for the BFPs. Although
it is expected that pumps with integrated driver have lower vibra-
tion level, the measured level was not significantly lower than for
other types of pumps. This is supposed to be caused by flexible
supports of those pumps.

These data were used to examine the vibration criteria of the
ISO 10816-3. It was found that the criteria for B/C boundary is

\&‘«‘ K
)
§ & @
100 Qso
— {SO 10816-3 Q
""" APl 610-7th
0.0’ ~~~~ APl 610-8th
(4 —-—JIiS B 8301 P
(7% ]
10
o
Y
o
Eo
E %,
o (4
1
K
0,
0,
°
0.1 s o
1 10 100 1000
f Hz
Fig. 11 Comparison of ISO with other vibration criteria
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quite satisfactory, although the definition of zone A may require
further discussion.
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1 Introduction

Flow induced vibration is an important subject in fluid engi-
neering, for it concerns the safety of the fluid-body system. It
exists in the power and energy, oceanic, civil, chemical, mechan-
ical, and biological engineering. It involves interacting of the fluid
oscillation and body deformation, and solution of this kind of
problem involves solution of unsteady fluid dynamic problem and
that of the aeroelastic problem. Because it often occurs under
complex flow conditions, an experimental method is not always
applicable or effective or economical. Many 2-D and 3-D numer-
ical methods have been developed in the past decade (Wolff and
Fleeter, 1990; Osama et al., 1990; Kandil and Chang, 1989; He and
Deton, 1994). An evaluation of the 3-D inviscid method is given
by Gerolymos and Vallet (1996). The purpose of this paper is to
develop a 3-D viscous numerical method for analyzing the safety
of the fluid-body system in turbomachinery.

The basic idea of analyzing the problem with the oscillating
fluid mechanics method (OFMM) is as follows. When a body is
vibrating in the flow field, the motion of the body interacts with the
fluid around it. The vibration will be excited or attenuated by the
oscillating hydrodynamic force. The stability of the vibrating sys-
tem is subjected to the energy criterion. If energy is transferred
from the oscillating flow to the vibrating body, the vibration
system will be unstable. There are two kinds of flow induced
vibration. One is the self-excited vibration, in which the vibration
of the body is produced originally by a mechanical or some other
outer disturbance (this type of disturbance is unavoidable), and the
vibration starts at the intrinsic frequency of the body. For example,
the flutter of wings or blades belongs to this kind, with respect to
which, it is of interest whether the flow field will excite the
vibration when it starts. At the beginning, the oscillating of the
flow field caused by the vibrating body is relatively small to the
steady flow. Therefore, an oscillating parameter can be decom-
posed into the steady quantity and a small perturbation. The other
kind is the flow forced vibration, in which the vibration of the body
is caused originally by the unsteady flow field around it and may
contain various frequency elements. For example, nonuniform
coming flow from upstream will cause vibration of the rotating
blades. To this type of vibration, the perturbation is not relatively
small to the flow field. Then, local linearization is used to model
the unsteady N-S equations. On the basis of Fourier transforma-
tion, an oscillating parameter consists of a serious of small har-
monic components, each of which is solved, respectively, by using
the amplitude equations.

A semi-analytical numerical method—Parametric Polynomial

Contributed by the Fluids Engineering Division for publication in the JOURNAL oF
FLuDps ENGINEERING. Manuscript received by the Fluids Engineering Division Febru-
ary 8, 1999; revised manuscript received June 8, 1999. Associate Technical Editor:
D. P. Telionis.
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Method (PPM) (Chen and Shu, 1990) is used to solve the 3-D
steady and oscillating flow. According to the PPM, flow parame-
ters are expanded with the polynomials of coordinate variables.
The coefficients of the polynomials are only functions of the
coordinate variable along the main flow direction. Thereby, the
partial differential equations are transformed into the ordinary
differential equations. This approach can save a lot of computing
time and storage.

Upon applying this 3-D numerical method, three types of flow
induced vibrations have been analyzed, which are stall flow in-
duced stall flutter in steam turbine, labyrinth seal flow induced
shaft vibration, non-uniform coming flow induced rotor blades
vibration. The numerical results are compared with the experimen-
tal data.

2 Physical and Mathematical Model of 3-D Viscous
Flow

According to the basic relations of oscillating fluid mechanics
(Chen and Jiang, 1988), if the vibration of the body causes a small
perturbation in the flow field, the flow parameters and their time
derivatives can be represented as,

(& m & ) =G4, &) + g€ n, e )
g(& m, &, 1) = iwg(§ m, De' )

In which, w is the angular velocity of the vibrating body (w =

2mf). The superscript ‘~’ designates steady components, which

are solved through the steady equations. ‘—’ designates the am-

plitude of the oscillating components. Substituting them into the

basic equations leads to the amplitude N-S equations as follows,
Amplitude continuity equation:

iwp + V- (pW) + V- (pW) =0 3)
Amplitude momentum equations:
iwpW + pW - YW + (W VW + W VW)
+6G=-Vp+V-II 4
Amplitude energy equation
io(pp — ypp) + pW - Vp + p(W - Vp + W Vp)
— ypW - V5 — yp(W-V5+ W-Vp)
=(y = D(E® +pd) ()

In which, such terms as 5V - W, gW - Vp etc. couple the steady
flow with the oscillating flow, denoting the dependence of the
amplitude parameters on the steady parameters. Velocities are
nondimensionalized by the inlet axial velocity w,, density is
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nondimensionalized by the inlet density p,, and static pressure is
nondimensionalized by pow2. First, the steady equations are
solved to determine the steady parameters. Then, amplitude equa-
tions (3)~(5) are solved on the basis of the steady flow field.

Both steady parameters and amplitude parameters are repre-
sented by parametric polynomials of coordinates ¢ and 7, the
polynomial coefficients are only the function of coordinate £, that
is

Sy

=0 k=0

g(é,m, ) = Ci(D)EM* (6)

The amplitude parameters w,, wy, w,, p, p are represented as,

wo= >, > COE, =D, > CHOENY,
j=0 %=0 J=0 k=0
J3 K3
w,= 2, > CiDE

Js  Ka Js  Ks
p=2 2 CiOE, p=2 2 CiDER ()
j=0 k=0 j=0 k=0
Upon substituting them into Eqgs. (3)—(5), the basic equations are
then transformed to ordinary differential equations about the poly-
nomial coefficients Cj, . .., Cj.. Equations (3)-(5) are rewritten
as,

Jy K\ 2 K2 J3  Ki
dcs,
220 EEw + 220
j=0 k=0 j=0 =0 j=0 k=0
=0 k=0 { =0 k=0 d{
where
pLro! pLrIo* pL.riet
pxr'o 0 0
Q] = 0 , Q2: ﬁxrjek Q3___ 0 ,
0 0 pxrie*
0 0 0
xrio* 0
0 ¢ riet
o'=| o | e'=|ure
0 L riok
—ypxr'e* xrie*
and

X~ (Wrgr + WU(B + WZCZ)

The parametric polynomial coefficients C}, ..., Cj are to be
solved. All other terms in Egs. (3)-(5) are placed in the right-hand
side of Eq. (8), and they are computed explicitly. The polynomial
order i.e., J and X is related with the flow character. In this paper,
J and K are all equal to three.

3 Solving Procedure
The model equation of (8) is,

d
B(Y) —Q=f(§ Y),

- (Cll’ A’ C}]K]’ A’ C?l’ A’ C.ZK.;)T (9)
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Rotor diameter d=150.0mm

Seal pitch B=5.08mm L——;J‘ """" stator
Seal height h=3.18mm

Seal width b=1.5mm r—l—l——-’—i—t _______ rotor
Clearance gap 1=1.25mm L.

Fig. 1 The seal caiculated

where B is a matrix whose elements are only related to the steady
parameters, so the function is linear. While solving the steady flow
field, B is a matrix function of the polynomial coefficients of the
steady parameters; the corresponding model equation is a nonlin-
ear one. The space-marching procedure from the number » station
to the n + 1 of above equation consists of two steps,

Step 1. Predicting step
B(Y)(Y0s — Y,) = AL f(L,, Y,) 10)
Step 2. Modifying step
BY,iD(Yi — Y,
= 0.5A8 - [fL, Y,) + (L, YR D] (D)

Which is iterated till

Y%, — Y*!| < Expected precision
Generally, less than 5 iterations are necessary to attain a reasonable
accuracy. A single sweep is suitable for the amplitude equations;
multiple sweeps is needed for the steady equations.

While analyzing the forced vibration induced by oscillating
coming flow, in which small perturbation theory is inapplicable,
the Fourier transformation is used. An unsteady parameter can be
represented as,

g(&. m. L0 = a(é n. O + 2 g;(& m. De™”

i=1

(12)

By substituting it into Eqs. (3)-(5), the same kind of amplitude
equations as Eqs. (3)—(5) will be derived out for each harmonic.
What should be emphasized here is that correlative terms of low
frequency harmonics will appear in the amplitude equations of the
higher frequency harmonic.

4 Calculation Examples

(a) Labyrinth Seal Flow Induced Shaft Vibration. The
labyrinth seal is important. It reduces the leakage in turbomach-
inery and improves efficiency. But the seal flow induced vibration
can produce serious damage. There are two procedures in order to
analyze seal flow induced vibration, one is to analyze stability of
the seal itself, the other is to obtain the stiffness coefficient and
damping coefficient of the seal, which is used as the basic data in
analyzing stability of the whole axis system. By applying the 3-D
numerical analysis system in this paper, the stiffness and damping
coefficient of seal as shown in Fig. 1 are calculated. The calculated
results are compared with the experiment and two control model
method. As shown in Figs. 2 and 3, the 3-D numerical method in
this paper is more advantageous than the two control volume
model method.

(b) Stall Flow Induced Vibration of Blades in a Steam
Turbine. Peak load, heat providing and air-cooling steam tur-
bines often run at small flow conditions. It is known that when the
flow rate reduces to a certain value, stall flow will occur in the last
stage. This may induce the stall flutter of the last stage rotating
blade. In order to ensure the safe running of the machine, it is
necessary to analyze this type of flow-induced vibration. The stall
flow field and stall flow-induced vibration in the last stage of a 200
MW steam turbine are calculated using the 3-D analysis method.
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Fig. 2 Variation of damping coefficlent versus rational speed

The height of the stall region at the rotor outlet and the dynamic
stress in the rotating blade are measured in an in-situ test. Com-
parison of the experimental and calculated stall height at the last
rotor outlet is shown in Fig. 4. The work done by unsteady
aerodynamic force under various operating conditions is shown in
Fig. 5. At the point G/G0O = 0.32 (G is the off design flow rate,
GO is the design flow rate), the unsteady aerodynamic work
changes from negative to positive. According to the energy crite-
rion, the stall flow field will excite vibration of the blade. At the
same time, the dynamic stress increases rapidly. The measured
dynamic stress of the blade under various operating conditions is
also shown in Fig. 5. Tt can be seen that the dynamic stress
increases to a maximum at G/GO = 0.34, demonstrating agree-
ment of the numerical result with the experimental data.

(¢) The Nonuniform Coming Flow Induced Vibration of
Rotor Blades. Nonuniform incoming flow induced vibration of
blades in a testing turbine cascades is also calculated using the 3-D
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numerical method. The experiment is performed in the Gas Tur-
bine Laboratory in Tsinghua University. The profile of the coming
flow is,

w, = wy{1.0 — 0.3 exp[ —50.0(6/A0)%]}
And other parameters. are,

Diameter of hub d=45 cm

Height of blade /=9 cm

Rotational speed N=37 rpm

Number of blade n=66

Incidence i=0

Inlet Total Pressure PO=120 Pa (gauge pressure)
Outlet Pressure P2=25 Pa (gauge pressure)

Inlet mean velocity wz0=13.6 m/s

(13)

Equation (12) is used to model the unsteady flow. The oscillations
of the unsteady parameters are decomposed to seven harmonics,
the frequencies of which are respectively the one to seven times of
the blade’s intrinsic frequency. The calculated maximum and
minimum unsteady pressure distribution at mid span of the blade
are shown in Fig. 6. The calculated results predict the same
varying tendency of the amplitude of the oscillating pressure along
the axial direction as in the experiment, demonstrating the effec-
tiveness of the 3-D numerical analysis method.

Conclusion

A 3-D numerical method for analyzing flow-induced vibrations
is developed, which combines the Oscillating Fluid Mechanic
Theory with the Parametric Polynomial Method. It is an effective
safety analysis approach for the design and operation of turbines.
Labyrinth seal flow induced vibration, stall flow induced flutter of
rotating blades and non-uniform coming flow induced vibration of
rotor blades are analyzed using the method. Comparison with the
experimental results demonstrates the reliability of the method in
engineering application.
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Introduction

Various configurations are employed in the process of hot wall
cooling. The “film cooling” technique used in the aeronautic
industry to protect surfaces (combustion chamber walls or turbines
blades) from thermal aggression gives good results. However, it is
currently associated with a more recent method consisting of jets
impinging on a wall. The cooling process obtained by this asso-
ciation is greatly improved and strengthens the protection of sur-
faces subject to strong thermal gradients. The improvement of
these cooling techniques necessitates a better understanding of the
involved fluid dynamic process.

Many investigations have been concerned with single jet im-
pingement on a flat surface (Barata et al., 1993; and Knowles and
Bray, 1993). The presence of a cross flow, induced or not, gives
rise to a dominant structure upstream of the jet near the impinged
wall named “ground vortex” that has already been observed ex-
perimentally (Barata et al., 1993; and Knowles and Bray, 1993)
and found numerically (Barata et al., 1992; and Barata, 1991).
Several jet configurations have been studied essentially from the
thermal viewpoint (Van Treuren et al., 1993; and Liguo Li et al.,
1990).

The dynamic aspect of the flow produced by a device consisting
of fifteen jets impinging on a flat wall in a confined environment
has been observed. To describe the flow near the impinged plate,
various experimental techniques have been used (spreading over
method, LASER sheet visualizations and velocity measurements).

Experimental Device

The test chamber is a right-angled parallelepiped in Altuglas
(240 X 120 X 20 mm®) closed on three of its lateral sides (Fig. 1,
Bernard, 1997). The fourth side is open and connected to a blower
(operating in suction) by means of a metallic convergent device. A
flowmeter is inserted between the convergent exit and the blower
to regulate and measure the total flow rate Q,. All channel walls
(10 mm thick) are transparent to make visualisations and measure-
ments by laser velocimetry easier. The upper wall is drilled with
fifteen holes (D = 10 mm) distributed in five rows of three
orifices. Each hole is separated from the neighboring hole by a
distance of 4D. The lower wall which is the impinged surface is
2D under the injection one. On starting the blower, the ambient air
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The laser sheet visualizations show complex vortical structures such as the ground vortex
and secondary rolling-ups near the target plate have been deduced. Velocity measure-
ments have been realised to confirm these observations and to specify the flow pattern. A
schema of the flow near the impinged wall is thus drawn.

penetrates through the holes and impinges on the lower wall before
flowing to the open exit. The injection Reynolds number charac-
terizing the flow is based on the total flow rate Q, and on the hole
diameter D. This geometry was chosen with an industrial partner
who has made computations to design a model that presents
characteristics of a real blade, so in this study the main case of
reference is for Re; = 12,600.

Visualizations on the impinged wall have been realized by
spreading a mixture of calcium carbonate particle suspended in oil
(350 g/l) over the impinged wall before starting the blower. After
a complete drying, the removable impinged plate is dismantled and
then photographed.

Laser sheet visualizations have been performed with an Argon-
Ton laser (7W maximal power) fitted with an optic fibre (10 m
long) and an optical device giving a thin light sheet (=1 mm
thick). This device is used to illuminate sections of the flow seeded
with a glycerine and water spray delivered by a generator.

Pictures have been recorded with a classical S-VHS camera (50
images per second). Some images have been chosen to be digitised
and analyzed with a PC.

The velocity field has been measured by an LDA system with a
DSA (Doppler Signal Analyser from Aerometrics). The light
source was the same as that used for laser sheet visualizations. For
LDA measurements the ambient air is seeded with an aerosol
provided by a vegetable oil particle generator. Measurements have
been taken in backward scatter mode coming into the test channel
in a 2D high lateral side. The emission/reception probe emits four
laser beams in two components measurements. These four beams
form a pyramid with a 11.4° top angle and which is 300 mm high
(focal length of the optical system). With this configuration, the
volume probe size was 0.08 mm in diameter and 0.8 mm in length.

This particular arrangement, with beams entering the model
through the lateral side, makes it difficult to obtain velocity mea-
surements near the walls and the channel median plane. Each
profile has been measured in three steps, by changing the incidence
angle of the optical system. This angle is positive (inclination
upwards i = 6°) to obtain measurements in the vicinity of the
upper wall (1.4 = z = 2) and negative (inclination downwards
i = —6°) for the measurements near the lower wall (0 = z <
0.6). For measurements in the central part of the channel (0.6 <
z = 1.4) the optical system axis is not inclined. The angle change
does not influence the mean value of the W component in the plane
y = 0. Indeed, the two measured components are U (in the x
direction) and W* = W Cos (i) * V Sin (i). As the mean value
of V is zero in the symmetry plane (y = 0), then W* = W Cos
(i) = W (Cos (i) =~ 1). Of course, this result cannot be applied
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Fig. 1 Experimental test chamber

to the fluctuation values because generally the instantaneous V
component is not zero, even in the symmetry plane. Results of
measurements given elsewhere show that V and W are generally of
the same order of magnitude, so that the term V Sin (i) is about
10% of W*.

No particular treatment has been used on the LDA results. The
precision of the measurement has been estimated to be less than
1%, and the maximum bias at 3% for the mean values and at 6%
for the RMS values. These include the statistical bias and the probe
position uncertainty.

Results

Wall Streamlines Pattern. The spreading over method gives
good results for the appearance of the flow in the immediate
vicinity of the impinged wall. However, care must be taken when
interpreting these results. The main disadvantage of this method is
the integration of effects it produces because the coating drying
time is variable. The wall streamlines have been obtained for five
Reynolds numbers between 5,700 and 22,600. In each case, the
results have shown a flow pattern similar to the one presented in
Fig. 2.

This general view reveals the cellular aspect of the flow near the
impinged wall and the symmetry property versus the median plane
y = 0. In addition all impingement zones of the same row have a
similar aspect. They indicate that the flow shows a quasi-periodic
aspect along the lateral direction y, and that the planes y = *2
and y = *6 can be considered as partial symmetry planes. The
symmetry property with respect to the planes y = =6 shows that
the lateral walls have approximately the same influence on the flow
as two fictive rows of jets located in the virtual planes y = *8.

Impingement zones characterized by divergent streamlines are
clearly separated from each other. The central point from which all
wall streamlines diverge can be located approximately. This one
increasingly moves apart from the corresponding injection orifice
axis as when moving to downstream positions. The impingements
shape which is quasi quadrangular for the first row (on the left),
rounds increasingly in its upstream part while approaching the

Nomenclature

Fig. 2 General view of the wall streamlines (Re; = 12,600)

exhaust (on the right). This evolution is due to the progressive
increase of the flow rate along the test section. Indeed the flow rate
per section increases with the x abscissa shown in Fig. 3. The
impingement area shape also depends on the Reynolds number. A
main characteristic of Fig. 2 is the presence of accumulated coating
lines, with a horseshoe form, surrounding the upstream and sides
of each impingement zone. This accumulation originates from a
detachment phenomenon induced by the collision of two radial
divergent flows generated by two neighboring impingements.

Visualizations such as Fig. 2 show that between two neighbor-
ing detachment lines there is a band in which streamlines present
an “ear shape” structure characteristic of a reattachment phenom-
enon. This configuration type can be clearly observed on the
picture presented in Fig. 4 which concerns the impingement zone
of the central jet of the fourth row. Ear shape streamlines can be
observed in front of the rounded part of the accumulation line
which indicates that a detachment phenomenon exists also in this
boundary region between impingements of the central jets of the
third and fourth rows. There are no ear shape configurations
downstream of the impingement zone (right side of Fig. 4) because
the coating has not been added over this part of the surface in this
case. Therefore the streamlines observed in this region have been
created by the coating coming from upstream which does not
penetrate into the impingement cell of the central jet of the next
row. This observation confirms the existence of the detachment
line downstream of each impingement zone. Visualizations by
spreading over method show a network of individual streamlines
near the impinged wall surface.

Laser Sheet Visualizations. To confirm some of the interpre-
tations deduced from the examination of the wall streamlines, laser
sheet visualizations have been carried out. A longitudinal section
of the central jet of the fourth row (y = 0), is presented in Fig. 5.
Only this jet is seeded. As it nears the impingement wall it can be
observed that the jet deviates in the downstream direction. The
distance between the impingement point and the corresponding
injection orifice axis increases from row to row while progressing
from upstream to downstream. The increase of the flow rate with
the abscissa along the test section is responsible for this phenom-
enon.

Upstream of the impingement region, a negative vorticity
rolling-up (clockwise rotation) is observed. This structure inten-

D = hole diameter, mm

Q. = global flow rate, m*/h

Re; = injection Reynolds number,
Re;, = 4Q ,/157wDv

U, V, W = dimensionless velocity com-

ponents in x, y, z directions,
normalized with V;, = 40,/
157D?

Journal of Fluids Engineering

W* = dimensionless velocity component
along an inclined direction
i = incidence angle of the optical
probe of the LDA system, degree

RMS, = dimensionless velocity fluctua-
tion in x directions, normalized
with V; = 4Q,/157D*

X, ¥, 2 = reduced coordinates normalized

with D

air kinematic viscosity, m?/s

Il

v
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Fig. 3 Flow rate distribution (Re; = 12,600)

sively studied in the case of the single impinging jet with a cross
flow, is commonly named “ground vortex” (Barata et al., 1993;
Kwoles and Bray, 1993; and Blake and Stewart, 1993). It is the
result of the wall jet, due to the observed impingement interacting
with the oncoming wall jet of the previous impinging jet. This
interaction gives rise to a detachment phenomenon which explains
the accumulating line formation seen before (Fig. 4).

The same flow pattern is encountered on the cross view in Fig.
6 (x = 12). The collision between radial wall jets of the central
impingement and of the jet on its right creates a fountain upwash
flow. This result shows that each impingement zone is surrounded
by a horseshoe vortex as in the case of the single impinging jet
with cross flow (Barata et al.,, 1993). A small region without
seeding can also be observed near the impinged wall, between the
two rolling-ups. Its location is the same as that previously visual-
ised (Fig. 4), where the ear shape wall streamlines indicated the
presence of a reattachment. The existence of such a phenomenon
in the plane y = 2 indicates the presence of two small counter-
rotating vortices between the wall and the main rolling-up pair.

Velocity Measurements. The three velocity component pro-
files have been successively measured in the symmetry plane y =
0 for different longitudinal positions. Only the U longitudinal
component is analyzed, the two other components do not give

Fig. 4 Streamlines of one impingement zone (Re; = 12,600)

4th Row

Fig. 5 Side view of the central jet of the fourth row by laser sheet
visualization (Re; = 12,600)

810 / Vol. 121, DECEMBER 1999

Fig. 6 Cross view of the fourth row by laser sheet visualization (Re; =
12,600)

crucial supplementary information: The V component has a prac-
tically zero value in the symmetry plane while the W component
very strong at the injection exit, decreases rapidly to zero on the
impingement surface (Bernard et al., 1996).

The profile realised at x = 11 characterizes the flow issuing
from the jet of the third row (Fig. 7(a)). The velocity decreases
gradually until z = 0.5 before increasing rapidly to a maximum
for z = 0.1, and finally decreasing near the impingement wall.
The maximum characterizes the jet spreading along the impinged
surface. The same profile shape is found behind the jet (x = 14
and x = 15, Figs. 7(e) and 7(f)). The time average velocity
fluctuations remain constant until z = 0.5 (about 10%) then grow
and become appreciably constant in the zone where the velocity
peak has been previously observed. This increase of the RMS,
values seems to be linked to the presence of the wall jet and more
particularly to the unsteady behavior of the flow in this region.

The next profile (Fig. 7(b)) has been realized along the injection
orifice axis. The U component grows until z = 1 then decreases
until z = 0.4 characterizing the jet inclination under the cross flow
influence. It decreases rapidly to become negative in the boundary
layer near the impingement wall. This change of sign corresponds
to the ground vortex and it is accompanied by an increase in RMS,,
value. From the velocity profile we can deduce the center of this
structure which is found at a height between z = 0.25 and z = 3.

The profile measured just downstream of the jet exit (x = 12.6,
Fig. 7(c)) shows that the longitudinal velocity component is neg-
ative in the upper half of the test section. This indicates that the
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Fig. 7 Velocity and RMS profiles of the longitudinal component in the
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Fig. 8 Velocities field projection on a laser sheet visualization (Re; = 12,600)

suction effect of the surrounding fluid by the jet issuing from the
injection hole results in the formation of a reverse flow region
downstream of the jet. This region spreads out to z = 0.7 where
U becomes zero. The velocity then increases gradually to reach a
maximum near the target wall. In this region the jet, strongly
deflected in the downstream direction, begins to spread radially
outward from the impingement point. The RMS, profile indicates
that the fluctuating rate is high and remains approximately constant
in the upper part of the flow (0.8 = z = 2). This high level of
turbulence intensity is due to the structures produced in the wake
of the jet similar to those observed in the case of a jet in a cross
flow (Werle, 1977; Fric and Roshko, 1989; and Brizzi et al., 1995).
The fluctuating level increases in the region where the higher mean
velocity gradient has been measured (z = 0.5) while showing a
minimum when the U velocity is maximum (z = 0.2). This
indicates that these fluctuations are induced by the large scale
unsteadiness of the structures generated at the boundary of the jet
already observed on the laser sheet visualizations.

The U profile measured along the line crossing the test section
at x = 13 (Fig. 7(d)), shows that the longitudinal velocity is near
zero in the jet wake between the injection wall (z = 2) and z =
0.5. The deflected jet which becomes almost parallel to the im-
pingement plate behaves similarly to a radial wall jet in the fluid
layer near the impinged wall (0 = z < 0.5). The RMS profile is
similar to that obtained at the previous station (x = 12.6).

The mean velocity profiles measured at the two last positions
have the same shape (Figs. 7(e) and 7(f)). Between the upper wall
and the region about z = 0.4, the U component remains constant
with positive value. It increases sharply in the wall jet zone (0 =
z = 0.4).

As can be seen from the examination of Figs. 7(d) to 7(f) for
13 = x = 15, the velocity peak intensity decreases demonstrating
the strong interaction between the two opposite motions shown by
longitudinal flow visualizations.

In Fig. 8, the velocity vector field (U, W) in the symmetry plane
(y = 0) is presented. It gives complementary information on the
flow organisation in the region corresponding to the central jet of
the fourth row (Fig. 1). The fluid area included between injection
and impingement walls can be divided into two regions.

In the upper part of the test section (z > 0.6) we observe a flow
configuration of “jet in cross flow” type. Indeed the jet issuing

from the injection orifice located at the upper part of the figure is .

gradually deviated downstream as it penetrates into the test sec-
tion. At the same time the cross flow generated by fluid from the
impinging jets located upstream is oriented to the impingement
surface. Near the injection wall and upstream of the jet the fluid is
directed towards the injection orifice. This result confirms the
presence of the well known vortical structure, with a horseshoe
form (Werle, 1977; Fric and Roshko, 1989; and Brizzi et al.,
1995). This rolling-up surrounds the upstream of the jet, passes

Journal of Fluids Engineering

round the injection hole and feeds a part of the wake. This one
shows a reverse flow zone where the fluid is drawn by the jet, and
a downstream region where the fluid is flowing toward the follow-
ing jet. The boundary between the two wake zones is the x = 13
line where the horizontal velocity value is near zero for 0.3 = z <
2. An analogous result has already been observed by Barata et al.
(1992) in the case of a single impingement. In all the wake region
located in the vicinity of the symmetry plane and for 0.3 = z =
1.7, the flow is clearly oriented towards the impingement surface
(W < 0), while near the injection wall, the fluid is flowing towards
the wall.

The flow velocity is almost everywhere parallel to the surface
near the impingement wall. This is particularly the case in the
region located downstream of the impingement centre where the
jet fluid spreads out along the surface. The fluid located in the
upstream part of the impingement undergoes a change of direction
near the wall. It should be noted that this deflection in the upstream
direction is very steep and occurs very close to the impingement
surface. For example, along the injection hole axis (x = 12), the
velocity vector becomes parallel to the wall only at the position
z = 0.04. Thus, there is a collision between the thin fluid layer
flowing upstream and the flow coming from the preceding im-
pingement. The interaction between these two opposite motions
gives rise to the rolling-up which makes the fluid move apart from
the impinged surface, as vectors located at the x = 11.5 abscissa
show. The superposition of a velocity field on a digitized picture of
a flow visualization in Fig. 8 shows a good agreement between
these results, especially for the large scale rolling-up location. The
influence of this rolling-up is already noticeable at the x = 11
abscissa as the orientation of measured velocity vectors near the
wall (0 = z = 0.4) indicates. The fluid zone thickness which
causes the separation/detachment from the wall to be drawn in the
rolling-up is close to 0.35 (location of the sign change of the W
component). This thickness is slightly less upstream of the fifth jet
impingement as vectors measured at the x = 15 abscissa show
(Fig. 8). Indeed, at this position, the interaction phenomenon
between the fourth and fifth jets is the same as that for the third and
fourth jets. This phenomenon will give rise to a new rolling-up and
to the detachment corresponding to the accumulation line shown
on the visualization picture presented in Fig. 4.

Lateral sections of the flow (planes x = constant) presented
elsewhere (Bernard and Bousgarbiés, 1996; and Bernard, 1997)
show that the same type of interaction exists between two neigh-
boring impingement zones of the same row and that it generates a
“fountain effect” as noted by Barata et al. (1992). These results
with the characteristic pattern of accumulation lines of coating
(Fig. 4) show that rolling-ups, such as those observed in Fig. 8, are
traces of a horseshoe vortex network that surrounds the impinge-
ment zones. Vortices of a same jet line coalesce while those in a
same row create ‘“fountain effects.”
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Fig. 9 Schema of the flow near an impingement zone

Topology. The analysis of many video recordings of several
transverse and longitudinal planes associated with the results of
velocity measurements has enabled us to propose a topology of the
flow near the impinged wall in the symmetry plane y = 0 (Fig. 9).

The first particular line L,, that ends at the impingement point
A represents the frontier between the jet fluid that rolls in the
ground vortex and the one that flows to the exit section alongside
the wall. The stagnation point A corresponds to the impingement
centre seen by spreading over method. The line L, connecting
point S to point R, which is the reattachment line trace, and the line
L; joining S to the focus point F, show the limit between fluid
zones fed respectively by the present jet and by the upstream one.
Lines L, and L, separate present fluid that is drawn by the
rolling-up from the one that remains near the wall to be at the
origin of a secondary vortices pair (focus points F, and F;).

These two structures, of smaller size than the primary vortex
pair, are located on either side of the reattachment point R, be-
tween this point and detachment points Dy and D, (traces in this
plane of two detachment lines). L and L, are two singular stream-
lines connecting D4 and D, respectively to focus points Fg and F,.

Conclusion

The combination of flow visualizations and velocity measure-
ments has provided much information concerning the general
aspect of the flow caused by several distributed jets impinging on
a plane wall. The spreading over method allows to study the fluid
behavior in the immediate vicinity of the impinged wall by reveal-
ing its detachment and reattachment lines. In addition, the laser
sheet visualizations make the observation of large scale structure
organisation possible for such a configuration. In particular, the
ground vortex and the fountain effect due to the result of the
interaction between two jet impingements are clearly shown. The
qualitative aspect revealed by flow visualisations is quantitatively
strengthened by velocity measurements.

All the results obtained in this study have allowed a more
elaborate schema of the flow at the impingement wall vicinity to be
proposed. In this region the interaction between the various vor-
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tical structures leads to a complex and strongly three-dimensional
velocity field. Impingement regions and the fountains have re-
vealed zones of intense velocity fluctuations.
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Laser-Doppler Anemometry (LDA) was used to study the effect of blade loading on the
relative velocity field in a rotating passage of a centrifugal-pump impeller. Two variations
of the impeller, 8-bladed and 16-bladed, were investigated. The measured primary and
secondary velocities and turbulence show that the effect of blade loading is not that
previously predicted. The 16-blade impeller with high blade loading has a rapidly

thickening suction side boundary layer, suggesting the onset of transient separation near
the exit. However, for the 8-blade impeller with even higher blade loading, the onset of
separation is not indicated at any measured location in the impeller. At the design flow,
it is concluded that the stronger potential eddy and lower solidity associated with the very
high blade loading caused a change in the secondary flow pattern, retarding the growth
and the likelihood of transitory separation of the suction side boundary layer.

Introduction

A low-specific-speed centrifugal pump impeller creates a veloc-
ity field which has predominantly radial and tangential compo-
nents. The flow field in the rotating passage is controlled by both
inviscid effects (including the potential eddy which gives rise to
higher relative velocities on the suction side of the passage than on
the pressure side) and viscous effects associated with boundary
layers on all passage walls. The wall layers on the hub and shroud
surfaces are three-dimensional in nature and associated with cross-
passage (or “secondary”) velocity components. Blade pressure-
side and suction-side boundary layers may be subject to Coriolis
and curvature effects in addition to the influence of streamwise
pressure gradients, and are strongly affected by the passage sec-
ondary flow field. It is convenient to define the primary flow field
as the flow in the direction of the passage centerline and the
secondary flow as the flow in the plane perpendicular to the
primary flow. The secondary flow is generated by both viscous
effects and by Coriolis and curvature accelerations interacting with
velocity gradients (e.g., Hirsch, Kang and Pointel, 1996).

Experimental observation of a centrifugal-pump impeller, orig-
inally by Fischer and Thoma (1932), revealed suction-side sepa-
ration and wake formation under many flow conditions. Many
studies sought to define when this separation might occur and what
design criteria should be used to delay it. The impeller investigated
by Howard and Lennemann (1971) and McDonald, Lennemann
and Howard (1971) exhibited separation, while that reported on by
Howard and Kittmer (1975), although having a similar specific
speed, had no separation. The difference in flow field was ascribed
to a combination of secondary flow, passage diffusion and blade
loading differences. Internal velocity measurements in a radial-
pump impeller by Hamkins and Flack (1986) showed suction side
separation at low flow rates. Moore (1973a, b) observed and
explained how the impeller rotation created a relative eddy. This
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see instructions on p. 924 of this issue.
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relative eddy tends to create pressure side reverse flow and drives
the secondary flow to bring the low momentum fluid from the hub
and shroud surfaces to the suction side, leading to separation and
wake formation.

Kline (1959) investigated flow separation in stationary straight-
walled diffusers, using flow visualization. He found four different
stages of separation, depending on diffuser angle and aspect ratios,
the second of which is large transitory stall (time dependent 3D
flow). He also quoted a report by Stratford (1959) where, in studies
of a boundary layer which was almost but not quite entirely
separated, Stratford observes “a special region of flow with very
high turbulence level close to the wall.” Johnston, Halleen and
Lezius (1972) described the observed effect of Coriolis and cur-
vature on the turbulence structure in a boundary layer. The suction
side layer is observed to have enhanced stability in its turbulent
flow field which reduces the wall shear stress, and would make it
more likely to separate if subject to an adverse pressure gradient.
Rothe and Johnston (1976) extended the study to high aspect ratio
rotating diffusers where suction side separation was observed at
area ratios (exit passage area/inlet passage area) which varied as
the Coriolis effect, expressed by a rotation number, was varied.
Their data suggested that, at area ratios below 1.4, no separation
would occur, no matter how high the rotation number was, while
at zero rotation number, corner exit stall was observed at area
ratios above 1.8. At all tested rotation numbers, higher area ratios
were required before full exit plane stalling was observed. They
specifically noted the absence of large transitory stall in their tests,
but were not able to explain its absence. Howard, Patankar and
Bordynuik (1980) used a Coriolis-modified turbulence model in a
finite difference analysis to reproduce the low shear stress on the
suction surface of the Johnston rotating passage, and demonstrated
that for a low aspect ratio nondiffusing passage, secondary flows
contribute strongly to a predicted lowering of suction-surface shear
stress. Dengel and Frenholz (1990) used a stationary axisymmetric
wind tunnel to measure flow separation with different pressure
gradients. They reported that transient flow separation occurred at
a turbulence intensity roughly equivalent to 16% (as defined in this
paper), or (i’ */13) g = 0.023 — 0.026 (using their definitions).

For the usual geometry of the centrifugal-impeller passage, a
useful measure of the level of Coriolis and curvature effects is a
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blade loading parameter. This can be presented as the blade-to-
blade velocity difference divided by the passage mean velocity or
as a parameter based directly on the Coriolis and passage curvature
accelerations normal to the blade. These two approaches are equiv-
alent if the velocity difference is in the passage normal direction.
Using data from Hill and Moon (1962}, Morris and Kenny (1970)
suggested a limiting value of the loading parameter (0.7), above
which separation would be expected. The use of this or similar
limits are now common in the design of centrifugal compressors
and many centrifugal pumps. This simple loading criterion avoids
consideration of the influence of the secondary flow pattern, as
well as passage diffusion. Howard (1978) suggested a correlation
between loading and area ratio in predicting separation by replot-
ting the Rothe and Johnston (1976) data.

Abramian and Howard (1994a, b) measured the flow velocities
in the blade passage of a highly-loaded, very-low-specific-speed,
backswept centrifugal impeller with an upstream swirl inducer.
They did not detect any suction side separation. Based on the
blade-loading parameter, suction side separation should have oc-
curred along most of the blade. The lack of separation in the blade
passage was thought to be a result of the extremely high blade
loading, associated with a very strong potential eddy, which forced
high energy primary flow from the pressure side to the suction
side, except near the passage exit. This transfer of high-energy
fluid reduced the growth of the suction-side boundary layer and
prevented early separation. Visser (1996) also measured
separation-free internal flows in a pump impeller with low specific
speed and demonstrated a very close comparison with potential
flow.

The present series of experiments studied the character of the
flow in a low-specific-speed, backward-swept, radial impeller, and
the effect of blade loading on the pattern of primary and secondary
velocities and turbulence inside the radial blade passage, using
direct LDA measurements in the rotating frame of reference. The
blade loading was changed by removing half the blades from the
impeller. The radial and tangential velocities at various locations in
the blade passage were measured, separately, using a single com-
ponent LDA system rotating with the impeller. Unfortunately, the
LDA filter settings eliminated any negative velocities, so only
positive radial and tangential velocities were collected. All mea-
surements were carried out at the design flow rate. There was no
volute, and the collected velocity data was not analyzed for
angular-dependent influences. In this paper, the blade loading
parameter is calculated using Howard, Osborne and Japikse
(1994):

BL = (Wsuc(ion - Wpressure)/W e))

Experimental Apparatus

The experimental apparatus measured fluid velocities in a rotat-
ing centrifugal-impeller blade-passage, in the rotating frame of
reference. A single component LDA system was used to measure
separately the radial and tangential velocity components of the
flow in a radial-flow blade-passage. The details of the apparatus
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are discussed in-Abramian and Howard (1994a) and Hesse (1997).
Part of the LDA system rotated with the impeller, and employed an
optical derotator, allowing measurements in the rotating frame of
reference.

Experimental Test Rig. The test rig is the same as used by
Abramian and Howard (19944, b) (see Fig. 1). The rig was a closed
circuit consisting of a supply tank and a test section, connected by
two inlet pipes and a return duct. A closed circuit system was used
to conserve water, and to conserve the seed particles required for
the LDA measurements. The test section consisted of a lower
settling tank, an upper settling tank and a vertical draft tube
connecting the two. The upper tank was open to the atmosphere. A
vertical shaft extended from below the lower tank, through the
draft tube into the upper tank. The shaft, which was used to drive
an impeller being tested, was driven using a hydraulic motor
mounted below the lower tank. The impeller being tested was
mounted on the upper end of the shaft, in the upper tank. The
impeller torque and shaft rpm were measured by a torquemeter
with an integral speed sensor mounted between the hydraulic
motor and the shaft, under the lower tank.

The water flowed from the reservoir tank, through both inlet
pipes into the lower tank, up through the draft tube, through the
impeller, into the upper tank, and back to the reservoir tank via the
return duct. Each inlet pipe was fitted with a gate valve and a
venturi, to control and measure the flow rate to the impeller. This
large diameter, low speed rig was specifically designed to allow
the upper surface of an impeller or a volute to be directly exposed
to air. This design was required for the LDA measurements and
previous flow visualization studies. Experimental limitations re-
stricted the flow rate obtained during these experiments to a
minimum of .004 m*/s and a maximum of .017 m*/s.

Nomenclature

B = relative flow angle TI = turbulence intensity b = blade

w = angular rate of rotation U, = circumferential velocity at exit bep = best efficiency point
A = cross-sectional area w' = relative RMS velocity flow = flow direction

b = hub to shroud blade height =~ W = mean relative velocity pressure = pressure side

BL = blade loading parameter ¢ = Q/A,U, r = radial component

g = 9.8 m/s’ ¥ = gHIU? s = shroud lip value

H = head rise . suction = suction side

Q = volumetric flow rate Subscripts t = tangential component
r = radial cylindrical polar 1 = inlet value

coordinate 2 = outlet value
Rossby No. = (Q/A )/ oW,
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Fig. 2 Line drawing of 16-blade test impeller (shroud removed)

Test Impeller., The impeller for this investigation was de-
signed for ease of manufacture and measurement. The impeller is
shown in Fig. 2, and details of its design parameters and geometry
are given in Table 1.

The inlet blade height (b,) was constrained by the test appara-
tus, such that the impeller blade inlet area was approximately the
same as the annular cross-sectional area of the draft tube, to limit
the diffusion required at the axial to radial bend, downstream of the
impeller inlet. The impeller is partially unshrouded at the first part
of the vane. A hyperbolic blade profile in the unshrouded portion
was used to follow the draft tube surface as closely as possible. A
linear blade height profile in the shrouded portion of the impeller
was chosen to simplify construction of the impeller. The exit blade
angle was chosen as 30 deg from tangential (—60 deg from
meridional). The exit blade height (»,) of 19.1 mm was a com-
promise between the heights calculated using Stepanoff (1957) and
Sabersky, Acosta and Hauptmann (1989).

The impeller was made of aluminum and polycarbonate. Both
the hub and shroud plates were aluminum disks, with 16 logarith-
mic spiral grooves. Each blade was a piece of polycarbonate sheet,
6 mm thick, bent to fit into the grooves. The leading and trailing
blade edges were machined to a constant radius, and filed to
remove any burrs. A hole was cut in the hub plate, and a glass
window inserted. The window was shaped to expose 2 of the 16
inter-blade passages. The window extended from r/r, = 0.512 to
0.968.

After the 16-blade measurements were completed, the impeller
was disassembled, cleaned and half the blades were removed. The
open grooves were filled, sanded flush with the plate surface, and
the impeller re-assembled with 8 blades.

Performance. The overall performance of the impeller with
both 8 and 16 blades is shown in Fig. 3. For the 16-blade case, the
efficiency curve is fairly flat, until the design flow rate is reached,
after which efficiency decreases with decreasing flow rate. For the
8-blade case, the efficiency curve decreases with decreasing flow
rate, with a plateau near the test flow rate. Both sets of LDA
measurements were performed at the design flow rate (0.014 m¥s,
¢ = 0.121). The flat portions of the curve probably represent a
broad peak in the efficiency curve. The test rig was not able to
support higher flow rates, where the performance curves would be
expected to show a decrease in both efficiency and head coeffi-
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Table 1 Impeller geometry

Q (Design Flow Rate) 0.0142 m3/s
Pvep = Q/(A2U2) 0.121

H (Design Head Rise) 0.762 m(H,0)
Yoep = gH | Us? 0.492

w (Design Speed) 15.71 rad/s
r; (Inlet Radius) 0.111m
1s (Shrouded Inner Radius) 0.124 m
rz (Exit Radius) 0248 m
r/ra 0.448
Ts/T2 0.500

by (Inlet Blade Height) 0.0251 m
bs (Shrouded Blade Height) 0.0219 m
bs (Exit Blade Height) 0.0191 m
by /ra 0.101
bg/T2 0.088

by /12 0.077

by /by 1.314
bs/ba 1.147

t (Blade Thickness) 0.0060 m
Bo (Blade Angle) 30° from Tangential
Z (Number of Blades) 8 or 16
Blade Rake 0
Volute None

cient, or lower flow rates, where the head coefficient would be
expected to rise. At the design flow rate, the measured head
coefficients were = 0.478 and 0.510 for the 8-blade impeller and
16-blade impeller, respectively. The measured efficiencies, at the
design flow rate, were 91% and 78% for the 8-blade impeller and
16-blade impeller, respectively. The error range for the efficiency
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Fig. 3 Impeller performance (uncertainty in efficiency +10 percent, in
head coefficient +2 percent)
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values is roughly 10%. At the measured design points, the nondi-
mensional impeller specific speeds were 0.420 (1140 US) and
0.400 (1080 US) for the 8 and 16 blade impellers, respectively.

Experimental Instrumentation

This investigation builds on the previous research of Abramian
and Howard (1994a, b), using similar equipment and methods.

The LDA equipment consisted of a stationary and a rotating
section. The stationary optical system consisted of the laser source,
the fibre optic link and a conventional one component LDA
system. The fibre optic link was used to connect the floor mounted
laser to the optics mounted on the impeller. The LDA optics were
a one component, dual beam Doppler system operating in back-
scatter mode. The LDA control volume was ellipsoidal, with a
length of 0.143 mm, and a diameter of 0.040 mm. To allow
detection of any reverse flow, one of the input laser beams was
frequency shifted using a Bragg cell. However, any reverse flow
data was rejected by the LDA filter settings. The rotating optical
system consisted of 6 slip rings, a Dove prism, a two mirror
periscope, a focusing lens and two stepper motors, All this equip-
ment was mounted on an aluminum disk, which was mounted on
the impeller. The Dove prism, rotating at half the impeller speed,
was used to transfer the two laser beams and the backscattered
light between the stationary and the rotating optical systems. The
rotating periscope consisted of two 45 deg mirrors and a focusing
lens, which were used to position the beam control volume at the
desired (r-6-z) location.

Experimental Procedures

Arrival time sampling was used because of the wide range of
data rates obtained. Typically, 15,000 samples were collected for
each data point. The filter settings used to validate the LDA data
only accepted positive velocities. This means that the collected
data cannot confirm the presence or absence of transient separa-
tion. The measured velocity distributions never had a velocity of
zero within three standard deviations of the measured mean, which
suggests an absence of fully developed stall.

Measurements were taken only at design flow, at two-degree
increments, at 8 different radii (r/r, = 0.564, 0.613, 0.665,
0.718, 0.770, 0.819, 0.871, 0.923) and 5 different depths
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(b/b, = 0.180, 0.359, 0.539, 0.718, 0.898) at all radii and an
additional depth (b/b, = 0.988) at the two inner radii (r/r, =
0.564, 0.613). Measurements were only taken at b/b, = 0.988
at the two inner radial locations, because of excessive reflection
from the shroud surface. Measurements were not taken beyond
rlr, = 0.923, because of equipment limitations. Both radial and
tangential velocities were measured at these locations for both the
8 and 16 blade configurations. Only the measurements taken at
rlr, = 0.564, 0.770, 0.923 are discussed in this paper. The
complete measurements are included in Hesse (1997).

The combined error in the measured velocity due to the exper-
imental errors was 1.2% in the mean velocity, and 2.2% in the
RMS velocity. The major error contribution was due to the com-
bined effect of the Individual Realization Bias (IRB) and Bragg
Bias errors.

Results and Discussions

The results for the impeller passage flows are presented as
blade-to-blade distributions of the mean primary velocity, the
mean secondary velocity (both nondimensionalized with the cir-
cumferential velocity at the outer radius (U,)), and the total
turbulence intensity. A region spanning 45 deg was measured in
order to collect data from 2 blade passages of the 16-blade impeller
and 1 blade passage of the 8-blade impeller. The primary velocity
was calculated as the component of the relative velocity along the
passage mean line (i.e., at 30 deg from tangential), rather than the
true mean streamline. The secondary velocity was calculated as the
component of the relative velocity perpendicular to the passage
meanline. This secondary velocity includes only the blade-to-blade
velocity and not the hub-to-shroud velocity, due to constraints of
the measurement method, giving 2D flow. The velocities are
calculated normal to the blade passage, but were measured on the
surfaces of constant radius (see Fig. 4). The secondary velocity
arises from a combination of the bulk motion induced by the
potential eddy and any local motion induced by vortices in the
passage flow. The secondary velocities may contain a component
of the exact streamwise velocity in addition to the cross-stream
velocity, because the passage mean line (8,) may not coincide
with the mean streamline (By,,), especially at larger radii, where
slip becomes significant. The secondary velocity is taken as pos-
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itive from the pressure side to the suction side. The turbulence
intensity is calculated from the radial and tangential velocity data
using:

(w2 + w)2)*
"= ey @

The turbulence intensity presented includes the contribution of
the actual turbulence in the flow field, as well as the contribution
of a fluctuating velocity component. This fluctuating component
will arise because of any relative motion between the control
volume and velocity gradients present in the flow field. It is known
that the control volume has some “wobble” (see Abramian and
Howard, 1994a). The flow field is also likely to have moving
velocity gradients, especially in the regions of transient flow sep-
aration and in the boundary layers. This combination of moving
control volume and moving velocity gradients will result in a
broadening of the probability density function of the velocity,
which would be interpreted as “turbulence.”

The data are presented as constant radius, hub-to-shroud, blade-
to-blade plots at the various measurement radii. The plots extend
45 deg in the x-direction, to include the measured data, as well as
the regions that could not be measured due to blade blockage or
blade shadowing effects. The angular location of the blade surfaces
are shown on the first 16- and 8-blade primary velocity plots.

Both the 8 and 16 blade impellers are subject to inlet flow
distortions. Just upstream of the actual impeller inlet, the flow
makes a 90 deg bend from the axial to the radial direction. Also,
at the shroud inner radius (r, = r/r, = 0.50), the flow path is
disrupted by both a step in the shroud surface, and a change from
a stationary to a rotating surface. The step is less than 5 mm, and
varies circumferentially. This step was a result of the manufactur-
ing and assembly process of the test equipment. On the hub, the
surface is rotating well upstream of the bend, allowing the fluid
sufficient time to adjust to the rotating surface. At the shroud, the
transition from the stationary to rotating surface takes place just
inside the impeller passage, distorting the flow. Also, a short length
of the impeller blades is unshrouded, allowing the formation of tip
vortices and other secondary flow features common in unshrouded
impellers, which will propagate downstream. The tip clearance
was caused by a step on the shroud surface.

16-Blade Impeller. All the 16-blade plots show the data from
the two adjacent blade passages investigated. The gap in the
middle of the plots is occupied by the blade separating the two
passages.

The progress of primary flow downstream through the blade
passages is shown in Fig. 5. The primary flow starts off as potential
flow, with significant inlet distortions, but becomes non-potential
before r/r, = 0.770. Near the exit, the flow is strongly modified
by the rapidly growing suction side boundary layer.

The progress of secondary flow downstream through the blade
passages is shown in Fig. 6, while Fig. 7 illustrates the major
secondary flow vortices deduced from the data. At the upstream
plane, the secondary velocity is higher at the hub than at the
shroud, suggesting a single major vortex (see Fig. 7(a)). This
single vortex is consistent with the secondary flow pattern near the
inlet of a shrouded impeller measured by Howard and Kittmer
(1975). The high secondary velocity in the inviscid core flow of the
impeller is consistent with the difference in flow direction between
the mean streamline and the passage mean line, which is associated
with the potential eddy. The double vortex pattern sweeps low
energy fluid from the hub and shroud boundary layers into the
suction side boundary layer. The reason for the change in the
primary flow at r/r, = 0.770 is seen in the secondary velocity plot
(see Fig. 6(b)). The single vortex has become a double vortex (see
Fig. 7(b)). ‘

The overall secondary velocity is now negative, because the
potential eddy has also started to induce cross-passage flow from
the suction side to the pressure side. This reversal of the influence
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of the potential eddy may also contribute to the evolution of the
vortex from a single to a double vortex. The potential eddy moves
the core flow from the pressure side towards the suction side at low
radii, and from the suction side towards the pressure side at the
higher radii. The downstream secondary velocity plot (see Fig.
6(c)) continues to show a double vortex. The overall secondary
velocity is now quite strongly negative, due to the strengthening
crossflow induced by the potential eddy.

The progress of turbulence intensity downstream through the
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Fig. 6 Nondimensional secondary velocity [V/U,] for 16 blades (uncer-
tainty in WU, x 2.2 percent)

blade passages is shown in Fig. 8. The turbulence intensity de-
creases with increasing distance from the passage walls. Near the
inlet, the turbulence intensity is considerably higher in the highly
distorted shroud flow than anywhere else in the passage. The high
turbulence intensity is indicative of transient separation (Kline,
1959). LDA would measure transient separation as a reduction in
average velocity, and an increase in turbulence intensity, because

818 / Vol. 121, DECEMBER 1999

of the wider range of velocities measured. Any negative velocities
were ignored, because of the filter settings used in this experiment.

The downstream turbulence intensity plot (see Fig. 8(c)) shows
an elevated turbulence intensity in the corners of the suction side
boundary layer. Kline (1959) and Rothe and Johnston (1976) both
observed stall initially in the corners of their flow passages. This
high level of turbulence intensity suggests transient flow separa-
tion. The suction-side boundary-layer hub-corner turbulence inten-
sity also increases dramatically at the two highest measurement
radii (from 14 to 20 to 22%), suggesting transient flow separation.
This flow separation is not indicated by either the primary or the
secondary velocity plots, but rapid growth of the suction side
boundary layer is observed. There also seems to be pressure side
transient flow separation at the first measurement location. This
would be due to the potential eddy and shroud side separation.

The blade loading, using the BL parameter (see Eq. (1)), is
plotted in Fig. 9. For this impeller, the BL parameter was calcu-
lated in each of the two blade passages, based on the highest and
lowest velocity values at each measurement radius and height, and
then averaged. In this impeller, the blade loading does exceed the
recommended value of 0.7 (Morris and Kenny, 1970), which is
consistent with the signs of transient flow separation observed in
the turbulence intensity plot (see Fig. 8(c)) at the outer radii.

The area ratio of the 16-blade impeller, when the area is mea-
sured normal to the blades, and including only those portions of the
passage fully defined by the blades, is approx. 1.9. Using the Rothe
and Johnston (1976) data, replotted by Howard (1978), such an
area ratio would be expected to lead to separation for blade loading
(BL) exceeding 0.5. No steady separation is observed. The equiv-
alent diffuser angle is about 2 degrees, and the Rossby number is
about 5.1.

8-Blade Impeller. The same plotting conventions are used for
the 8-blade impeller plots as for the 16-blade impeller plots.

Hulb
Shroud
SS PS
Fig. 7(a)
Hub
Shroud
SS PS
Fig. 7(b)

Fig. 7 Schematic of the 16-blade impeller secondary vortices
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The progress of primary flow downstream through the blade
passage is shown in Fig. 10, The flow resembles potential flow for
the majority of the blade passage length, becoming non-potential at
the outer radii.

The progress of secondary flow downstream through the blade
passage is shown in Fig. 11, while the deduced principal secondary
flow vortices are shown in Fig. 12. The upstream secondary
velocity plot (see Fig. 11(a)) shows a bulk motion from the
pressure to the suction side, consistent with the existence of a

Journal of Fluids Engineering

potential eddy. The superimposed vortex pattern is one with two
dominant side-by-side vortices (see Fig. 12(a)). This is not the
pattern normally found. This side-by-side vortex pattern would
prevent the movement of low energy fluid from the shroud bound-
ary layer toward the suction side boundary layer. This reduces the
amount of low energy fluid being added to the suction side bound-
ary layer. Instead, fluid from the pressure side and shroud bound-
ary layers is drawn into the middle of the passage where it is
re-energized.

The middle secondary velocity (see Fig. 11(b)) shows a simpler
flow pattern than at the previous location (see Fig. 12(b)). The
overall motion is now strongly from the suction to the pressure
side, but the two counter-rotating vortices are now located in
mid-channel. The shroud vortex rotates clockwise and the much
weaker hub vortex rotates counter-clockwise.

The downstream secondary velocity (see Fig. 11(c)) shows the
overall motion is now strongly from the suction to the pressure
side, but there seems to be only one vortex observable, the hub
vortex having negligible strength.

The progress of turbulence intensity downstream through the
blade passages is shown in Fig. 13. The turbulence intensity at the
inlet is considerably higher in the highly distorted shroud flow than
anywhere else in the passage. There is likely transient flow sepa-
ration along the shroud surface. Also, there seems to be pressure
side transient separation at the first measurement location, proba-
bly due to the potential eddy. The downstream turbulence intensity
plots show no evidence of transient boundary layer separation.

The blade loading (see Eq. (1)), is plotted in Fig. 14. The BL
parameter was calculated as with the 16-blade case. The blade-
loading figure shows that the calculated blade loading varies
considerably with radius, but is more consistent with axial location
(depth). Again, the blade loading at the design flow does exceed
the recommended value of 0.7, which is inconsistent with the lack
of transient flow separation inferred for this impeller, perhaps due
to the location of the peak loading relative to the location of the
potential eddy. The peak loading takes place near a radius of 175
mm, which is near the location of the minimum measured second-
ary flow velocities. At radii less than 175 mm, the secondary flow
acts to increase the fluid velocity along the suction side boundary
layer, preventing flow separation. Once the flow is downstream of
the center of the potential eddy, the blade loading decreases with
increasing radius, where the boundary layer is normally thicker
because of friction losses. This reduces the tendency toward
boundary layer separation.

The measured area ratio of this impeller is approximately 1.5.
Based on the Rothe and Johnston (1976) criteria, some separation
should be expected at any loading, and from Howard (1978), full
exit stall for BL exceeding 0.8. Thus, simple blade loading and
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Fig. 9 Blade loading for 16-blade impeller {(uncertainty in BL = 1.7
percent)
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Fig. 10 Nondimensional primary velocity [U/U.] for 8 blades (uncertain-
ty in U/U, £ 1.2 percent)

area ratio criteria do not provide accurate -guidance for this case.
The equivalent diffuser angle is about 3 degrees, and the Rossby
number is about 2.2.

Comparison Between 16 and 8 Blade Impellers. According
to inviscid theory, the blade loading for the 8-blade impeller
should be higher than the 16-blade impeller, because only half the
blades are available to induce the change in flow direction. As
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shown in Figs. 9 and 14, the peak blade loading for the 8-blade
impeller is not significantly higher than the peak blade loading for
the 16-blade impeller. Despite the greater theoretical blade load-
ing, the 8-blade case retains the characteristics of potential flow for
most of the length of the blade passage, while the 16-blade case
exhibits significant suction side boundary layer growth, and signs
of transient flow separation at higher radii. Suction side boundary
layer growth does occur in the 8-blade case, but it never dominates
the passage flow.
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Fig. 11 Nondimensional secondary velocity [V/U.] for 8 blades (uncer-
tainty in VU, = 2.2 percent)
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Fig. 12 Schematic of the 8-blade impeller secondary vortices

The bulk secondary flows in the 8-blade impeller are much
stronger than for the 16-blade impeller, because of the stronger
potential eddy. The eddy in the 8-blade impeller can be much
stronger than for the 16-blade impeller, because the solidity is
much lower. The superimposed vortex patterns are also different in
the 8 and 16 blade impellers. The 16-blade impeller starts with one
main vortex, and ends with hub and shroud vortices, while the
8-blade impeller starts with suction- and pressure-side vortices and
also ends with hub and shroud vortices. This unusual vortex
pattern may be caused by the stronger secondary flow generated in
the passage by the stronger potential eddy. At higher radii the
strong potential eddy stops driving the passage flow toward the
suction surface and, near the exit, drives it toward the pressure
surface. Thus, in that region, the normal vortex pattern develops in
the 8-blade case.

The core flow turbulence intensities for both impellers drop as
the flow progresses downstream. However, the 16-blade case
shows a dramatic increase in the turbulence intensity of the
suction-side hub-corner at high radii, while the 8-blade case shows
no similar increase. This increase could signal the onset of tran-
sient flow separation, which would then be present in the 16-blade
case but not the 8-blade case. This is consistent with Dengel and
Frenholz (1990), who measured transient flow separation at tur-
bulence intensities greater than 16%.

Comparison With Other High Blade Loading Impellers. It
is useful to compare the present results with the previous investi-
gation by Abramian and Howard (1994b) of a very low specific
speed centrifugal impeller with 8 blades. The specific speed was
0.19 (515 US). The measurement techniques and apparatus were
essentially the same as described in this investigation. Abramian
reported no evident signs of separation in his impeller at design
flow, even though the blade loading parameter (C,) reached 2.5
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(Fig. 11 of Abramian and Howard, 1994b). This maximum value,
which occurred at the exit of the impeller, is more than twice the
maximum blade loading calculated for the current 8-blade impel-
ler. In neither case was any separation fully evident. The area ratio
for the Abramian impeller was approximately 1.6. An area ratio of
1.6 is likely to lead to strong separation (full exit stall) at any
loading exceeding C, = 0.7, according to Rothe and Johnston
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Fig. 13 Turbulence intensity [%] for 8 blades (uncertainty in 7/ x 2.5
percent)
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(1976) and Howard (1978). The Abramian impeller had a swirl
inducer in the inlet region, which may help reduce the tendency for
separation to occur, by changing the angle of incidence at the
impeller inlet, and the equivalent diffuser angle. It may be ob-
served that the tendency for separation to occur in centrifugal
impellers with extremely high blade loading is not well predicted
by assuming that separation occurs if BL exceeds 0.7. In this
respect, the 8-blade impeller shares the same characteristic, while
the 16-blade impeller with lower loading shows signs of suction
surface flow approaching separation.

Conclusions

The principal observation arising from the study of the two
impellers is that the 8-blade impeller, with the higher blade
loading, displayed a near-potential flow through the entire blade
passage, together with a thinner suction side boundary layer. In
both the 8 and 16-blade impellers, the primary flow is predom-
inantly potential flow at low radii. In the 16-blade impeller,
which had a lower blade loading (although still high according
to usual criteria), the suction side boundary layer grows signif-
icantly after the midpoint of the blade passage, until the primary
flow can no longer be represented as potential flow. This is
opposite to what would be expected if blade loading were a
universal criterion for suction side boundary layer growth and
definitive flow separation.

For the 16-blade case, the secondary vortex pattern starts with a
dominant vortex, which develops into hub and shroud vortices
moving fluid from their respective boundary layers toward the
suction side boundary layer. The 8-blade case starts with an
unusual pattern of two side-by-side vortices, which develops into
the same hub and shroud vortices like the 16-blade case, as the
flow progresses downstream. The initial side-by-side vortex pat-
tern likely reduces the motion of low energy fluid from the shroud
boundary layer towards the suction side boundary layer at low
radii, reducing the suction side boundary layer growth and the
tendency towards suction side separation. A potential eddy is
measured in both impellers, but no pressure side flow stagnation
was measured.

The turbulence intensity plots for the 16-blade case suggest that
transient flow separation may exist in the suction-side hub-corner
at high radii (Dengel and Frenholz, 1990). There is no direct
evidence of flow separation at design flow from the velocity data
from either impeller.

Simple conventional blade loading criteria based on peak vane
loading are apparently not suitable for predicting suction side
separation in this form of pump impeller. The addition of area ratio
limits, based on tests with high aspect ratio rotating diffusers, is
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also not useful here, although the lower area ratio of the more
highly loaded impeller passage also contributes to the modest
growth of the suction side boundary layer. The measurements of
the velocity fields suggest that a changed pattern of secondary
flow, as found in the 8-blade impeller, has restrained the growth of
the suction side boundary layer and its tendency to separate. This
changed pattern seems to be associated with the interaction of the
potential vortex and the through flow in the rotating passages of
the radial pump impeller with low-medium specific speed. High
blade loading can be tolerated without premature flow separation,
by having a strong eddy vortex at appropriate location along the
blade passage.
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significantly affects the boundary layer development on low-pressure turbine blading. A
decreased Reynolds number leads to the flow separation on the suction surface of the
blading and increased losses. A numerical simulation has been carried out 10 assess the
ability of a Navier-Stokes solver to predict transitional flows in a wide range of Reynolds
numbers and inlet turbulence intensities. A number of turbulence models (including the

Algebraic Reynolds Stress Model) and transition models have been employed to analyze
the reliability and accuracy of the numerical simulation. A comparison between the
prediction and the experimental data reveals good correlation. However, the analysis
shows that the artificial dissipation in the numerical solver may have a profound effect on
the prediction of the transition in a separated flow.

Introduction

One challenging problem in turbomachinery is to understand the
flow physics of the transitional flows associated with the laminar
separation and the rotor-stator interaction in Low-Pressure (LP)
turbines. The rotor-stator interaction flow is inherently unsteady
and transitional. Additional complexities arise due to the extended
lengths of transitional boundary layers along the blade surfaces.
Such complex unsteady and transitional boundary layer flow is
known to affect the aerodynamic and thermal performance of a
turbomachine. The transition from laminar-to-turbulent flow on the
blade surface is a common, yet complex, phenomenon in turbo-
machinery. The boundary layer development, losses, efficiency,
and heat transfer are greatly affected by the transition. The ability
to accurately predict the onset and length of the transition is very
important in the design of efficient and reliable machines. Transi-
tion in a low-pressure turbine may occur in either bypass form, an
attached boundary layer, or through the development of a separa-
tion bubble, depending on the Reynolds number at the take-off and
the cruise condition. At cruise condition, the flow Reynolds num-
ber may be less than half of the value at the take-off condition.
This may result in separated flow and efficiency degradation.
Development of a reliable prediction technique may lead to an
improved efficiency and thrust/weight characteristics.

Considerable effort has been spent in investigating the ability of
different turbulence models to predict various types of transitional
flows. A systematic approach undertaken by the ERCOFTAC
group is summarized by Savill (1997). Nevertheless, very few
investigations focused on turbomachinery flows with transition
over a laminar separation bubble, especially at a high level of
freestream turbulence (Michelassi et al., 1997, Huang et al., 1998).

The objective of the investigation reported in this paper is to
gain a detailed understanding of the unsteady transitional flows in
low-pressure turbines, with emphasis on separation-induced,
steady transition, The test case chosen for this study is the simu-
lation of separation and transition of the flow over the suction
surface of a low-pressure turbine cascade blade investigated ex-
perimentally by Qiu and Simon (1997) and Simon and Qiu (1999).
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The influences of freestream turbulence and pressure gradient are
investigated. An existing Navier-Stokes unsteady flow solver is
used. Three low-Reynolds-number forms of two-equation turbu-
lence models and an ARSM have been incorporated and tested for
accuracy. In order to overcome the over-prediction of turbulence
kinetic energy and the dissipation rate near the leading edge,
several modifications of the production terms have been incorpo-
rated in the two-equation models.

Description of the Test Case

The experimental data in a simulated LP turbine cascade have
been used to assess the ability of the numerical solver. A schematic
of the facility is shown in Fig. 1 (Qiu and Simon, 1997). The
cascade flow was simulated using a channel with a convex and a
concave wall profiled as suction and pressure surfaces of a turbine
blade. A flow suction device was utilized to simulate periodic flow
near the leading edge. Experiments were carried out with the inlet
flow velocity ranging from 3 to 12.5 m/s, which corresponds to Re
number based on chord length from 50,000 to 200,000. A number
of turbulence generators were utilized to generate flows with 0.5,
2.5, and 10% inlet turbulence intensities. Boundary layer charac-
teristics were measured using a hot-wire probe. Coordinates of
measurement locations are given in Table 1. According to Qiu and
Simon (1997), the uncertainty in the mean velocity is 3.6%, and
the fluctuating velocity is 4%.

Numerical Procedures and Models

The flow solver is based upon full, Favre-averaged, Navier-
Stokes equations. An explicit, four-stage Runge-Kutta scheme is
used for the time integration of both mean-flow and turbulence
equations. A compact second-order accurate, central difference,
flux evaluation scheme is employed for the convection terms.
Ditfusion terms are discretized using second-order-accurate cen-
tral differences. A detailed description of the numerical procedure
for the steady solver can be found in Kunz and Lakshminarayana
(1992). The solver was extensively verified and validated for
different flows. A modified solver was successfully utilized for the
numerical simulation of unsteady transitional flows in compressor
and turbine cascades (Chernobrovkin and Lakshminarayana,
1998). A set of low Re; k-€ turbulence models (Chien, 1982,
denoted as CH; Lam-Bremhorst, 1981, denoted as LB; and Fan-
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Fig. 1 Schematic of the experiment

Lakshminarayana-Barnett, 1993, denoted as FLB), and hybrid
ARS/k-€ models are employed for the numerical simulation. The
ARS component of the model represents an implicit ARSM (Rodi,
1976). To avoid the problem with the low-Re, ARS model, the
near wall region is calculated using a low-Re, k-e model. Turbu-
lence quantities (R) based on the ARS model are interfaced with
those based on the low-Re, k-€ model using the matching function:

0 Re, . .
B 1 tan B 1.83/ymatch
fn= 2 tanh (B)

Rys = fuRarsm + (1 — )Ry

where: ygae is the inner variable at matching point, and B is the
slope constant.

Numerical simulation shows that for the LP turbine flow, utili-
zation of the explicit ARSM does not modify the solution outside
the boundary layer, but may cause a stability problem. To avoid
this instability and minimize the CPU time, the ARSM is.used only
up to twice the boundary layer thickness from the blade surface.

Experimental data were acquired assuming two-dimensionality
of the flow. However, turbulent and, especially, transitional fields
are essentially three-dimensional. To address this feature, the nu-
merical simulation based on the ARSM/k- € approach is carried out
using a three-dimensional solver. The symmetry boundary condi-
tion in the spanwise direction forces the mean flow to be two-
dimensional. Nevertheless, the turbulence field includes the span-
wise component of Reynolds stress tensor.

+1

Table 1 Locations of the experimental data points on the
suction blade surface

N x/C, N x/IC, N x/IC,
P1 0. P6 0.5506 P11 0.8593
P2 0.0398 P7 0.6247 P12 0.9111
P3 0.2111 P8 0.6889 P13 0.9728
P4 0.3778 P9 0.7457

P5 0.4667 P10 0.8173

Experimental data were acquired in a “channel” type configu-
ration, while “cascade” configuration was chosen for the numerical
simulation. Utilization of a bleeding device to model the cascade
flow may lead to a discrepancy in the flow angle in the vicinity of
the leading edge. To verify the potential effect of this discrepancy,
a numerical simulation of the cascade flow with different inlet flow
angles was carried out. A comparison of the predicted and the
measured blade pressure distribution indicate that the best predic-
tion has been achieved at the design flow angle (Fig. 2).

Another potential source of the discrepancy between the channel
and cascade configurations is the flow near the trailing edge. An
extension wall employed in the experiment provides a smooth
development of the boundary layer beyond the point of the virtual
trailing edge. In contrast, the flow over a real trailing edge is
characterized by a sudden change in the flow angle, local variation
of the pressure, etc. The numerical experiment shows that, in the
case of the attached flow, utilization of either approach leads to a
practically identical solution except in the region 5% upstream of
the trailing edge. However, the flow prediction based on cascade
configuration results in significant instability as soon as the reat-
tachment point moves downstream of the trailing edge. In order to
reduce the effect of this phenomenon, but keep the cascade ap-
proach, the blade has been extended using an extension wall with
zero thickness for cases with a separation bubbile.

The numerical investigation requires a verification to ensure
grid independence. A number of grids (121 X 71, 141 X 91, and
241 X 181) were utilized to study the grid dependency of the
solution. The maximum distance between the surface and the first
grid point varies between y* = 0.8 for the course grid to y* =
0.12 for the finest grid. Atx/c, = 0.65, the coarse grid has 20 grid
points within the boundary layer and 18 grid points within the
laminar sublayer. The fine grid has 35 and 15 points correspond-
ingly. Numerical predictions based on coarse and fine grids are
very close to each other. In some cases, the fine grid solution was
not stable in the transition region over a separation bubble. The
difference between the solutions based on fine and coarse grids is
minimal for the converged solution. All the reported simulation

Nomenclature
C, = Pressure coefficient, C, = T, = turbulence intensity Subscripts
(Par = P)(por = p2) * = axial length measured from 0, inl = total, inlet, free stream

C, = axial chord length
k = turbulent kinetic energy
ko = Coefficient of the second-
order artificial dissipation,
turbulence equations u
k, = coefficient of the fourth-order
artificial dissipation

'

leading edge

fluctuating velocity

= total fluctuating velocity in
Figs 5-9, 12, 13 €
(RMS value)

y = distance normal to surface ; _ z)rgteltet
! ,1 ! = ? 2 f - .
wh v w %, 7, and z components o ARSM = based on algebraic Reynolds

stress model
values at the edge of the
boundary layer

P, = production of turbulent ki- U = total velocity l’;"; i bafsed on k-el model
netic energy V = y-component of velocity es ~ ;Zpe;re;icgnv; ESption
= o . =
S = strain rate tensor y" = inner variable, u,y/v =
= , € = turbulence dissipation rate t = turbulent
R = rotation rate tensor 0 = momentum thickness tr = transition inception
Re,, Re, = Reynolds number, based on - . Vis = viscous
v = intermittency _ :
0, x W = quantity at the wall
Re, = turbulent Re number, Vkylv
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Fig. 2 Surface pressure distribution

data in this paper are based on the 141 X 91 grid. Additional
discussion on the code verification is presented later.

The numerical simulation of transitional flow in turbomachinery
cascades reveals a deficiency of the standard k-e model in pre-
dicting flow with a high free stream turbulence level. Non-physical
increase in the turbulence intensity near the stagnation point may
“contaminate” the boundary layer turbulence and trigger an earlier
transition. An elevated level of the turbulence at the mid-passage,
in the zone of maximum flow acceleration, leads to 2-3% higher
level of freestream turbulence at the boundary layer edge. The

replacement of the turbulence production term based on § + §

with one based on V' §°R” is used to improve the prediction of the
turbulence field near the stagnation point. The standard form of the
production term is utilized for the flow calculation in the free
stream. After incorporating the modification to the production
term, the inlet distribution of the dissipation rate is set so that the
predicted kinetic energy distribution along the boundary layer edge
correlates with measured one.

Prediction Using k-e Model

Case Re = 200000, Tu = 10%. The distribution of the
surface pressure predicted by different turbulence models is com-
pared with the experimental data in Fig. 2. Since the flow is fully
attached at this Reynolds number, the pressure increases mono-
tonically along the rear part of the suction surface. There is no
difference between the blade pressure distribution predicted by
various turbulence models. Flow with Re = 200,000 and Tu =
10% is fully attached on the suction surface according to the
prediction based on FLB model (Fig. 3). This flow pattern is
different from those observed at Re = 50,000 and Tu = 10%
where transition takes place over a laminar separation bubble, as
shown in Fig. 4.

In the laminar part of the boundary layer (experimental locations
P2-P7, Table 1), the predicted velocity field exactly matches the
measured values. For brevity, this comparison is not shown. Ve-
locity and turbulence intensity profiles at locations P§—P13 are
shown in Fig. 5. The beginning and the end of the transition, as
well as the separation location predicted by various turbulence
models, are compared with the data in Table 2.

In the laminar boundary layer, the prediction based on the LB
model is identical to that based on the FLB model. The turbulence
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Fig. 3 Transition in attached boundary layer

intensity profile shows that the CH model predicts an amplification
of the turbulent kinetic energy in the laminar boundary layer.
While the eddy viscosity predicted by the CH model is four to five
times higher than the eddy viscosity predicted by the FLB or LB
models, it is still small. Although the ratio of eddy viscosity to
laminar viscosity is about 4, this part of the boundary layer has
laminar features. The primary source of the elevated level of
turbulence in the boundary layer predicted by the CH model is the
lack of the dissipation to disperse the increase in the turbulent
kinetic energy near the leading edge, convected downstream. This
increased level of turbulence intensity predicted by the CH model
contributes to an earlier transition.

The simulation based on the CH model predicts the transition at
about 58% of the chord. The best agreement between the measured
and the predicted velocity profile is achieved in simulations based
on FLB and LB models. At locations P8 and P11, the predicted
velocity profiles are identical to the experimental data. At loca-
tions, P9 and P10, the measured profiles are less full in comparison
with the numerical solution. The turbulence profile at P10 is very
close to a ‘fully developed’ profile shape. As a consequence of
this, the predicted velocity profiles at P9-P10 are closer to a
turbulent profile when compared to those of the data.
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9. 4 Transition over a laminar separation bubble
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Fig. 5 Velocity and turbulence intensity, Tu = 10%, Re = 200000

The main drawback of the CH model is the existence of a very
thin separation zone near 75% of the chord. The CH model, based
on y*, is known for its poor performance in separated flows. The
CH model thus over-predicts the turbulence intensity in the turbu-
lent boundary layer by 50-70%.

Case Re = 50000, Tu = 10%. The reduced Re number
results in the development of a medium-size separation bubble
(Fig. 4). The separation zone is characterized by the presence of a
flat zone in the pressure distribution at x/C, ~ 0.75 on the suction
surface of the blade (Fig. 2(b)). A solution based on the FLB
model correctly predicts this trend, but shows an earlier return to
an adverse pressure gradient in comparison with the experimental
data. As confirmed by the velocity profiles, this is due to a smaller
separation bubble and earlier reattachment of the flow. In spite of
the presence of the separation bubble in the simulation based on
LB and CH models, the region of constant pressure is not so
clearly predicted by these two models.

Velocity profiles are plotted in Fig. 6. Experimental data indi-
cate that the flow separates at about 74% of the chord and transi-
tion to turbulence occurs over a laminar separation bubble at about
75~82% of the chord length. All three models predict the inception
of laminar separation at the same location; x/C, = 71% of the
chord. The length of the laminar region inside the separation
bubble varies for different models. The CH model predicts the
transition inception to occur immediately after the inception of the

separation at 71% of the chord. A simulation based on the FLB
model predicts the transition inception at 78% of the chord, with
the distance between the separation point and inception of transi-
tion equal to 7%, which is close to the measured value.
Transition to turbulence over the separation bubble is charac-
terized by the inception of the transition in the shear layer with
further penetration through the separation zone. The maximum
turbulence intensity is located farther from the wall, in comparison
with high-Re cases (Fig. 6, Fig. 5). Contrary to the measured data,
the numerical simulation predicts strong backward flow inside the
separation flow (point P10). Additional turbulence production due
to higher shear stresses in the zone of separated flow increases the
turbulence intensities in the separation bubble. The predicted tur-
bulence profile has a smoother distribution, and its maximum is
located closer to the wall, in comparison with the experimental
data. In the case of FLB and LB models, an increased level of
turbulence in the separation zone leads to a smaller thickness of the
separation bubble and an earlier reattachment. A comparison be-
tween the numerical simulation and the data is given in Table 3.

Case Re = 50000, Tu = 2.5%. This case is the most difficult
to compute. A low level of turbulence at a low Re number leads to
an inherently unsteady flow with an unsteady separation bubble
and a time-varying transitional zone. Even though the resuits
presented in this paper are based on the steady solution, the
analysis of the convergence and unsteady flow simulation indicates

Table 2 Inception and length of the transition, separation and reattachment points, Re = 200000, Tu = 10%

Prediction Prediction Prediction
Experiment FLB model CH model LB model
Transition inception, x/C, 62-69% ~065% 57-59% 61%
End of transition, x/C, T4-81% 82% 94% 80-82%
Separation, x/C, 71%' attached 75% attached
Reattachment, X/C, 82%' — no reattachment

' Flow visualization indicates the presence of a very small separation bubble at x/C, = 0.7.
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Fig. 6 Velocity and turbulence intensity, Tu = 10%, Re = 50000

the need for implementation of a time accurate simulation to
achieve better resolution of the flow physics. No results for the LB
model are presented because attempts to stabilize the solution
using increased artificial dissipation resulted in total damping of
the separated flow. For the CH and FLB models, the flow has
moderate fluctuation in the size and extent of the separation
bubble. The data presented are calculated as averages of these
fluctuations. This variation affects the rear part of the separation
region and does not influence the location of the separation or of
the transition inception points.

A comparison between the predicted and the measured surface
pressure distribution is shown in Fig. 2(c). Both models underpre-
dict the extent of the separation bubble, which results in a shorter
zone of constant pressure. A comparison of the measured and the
predicted velocity and turbulence intensity profiles (Fig. 7) shows
similar trends to the cases described earlier. The numerical solver
ovetpredicts the turbulence intensity in the transition zone; while
for the flow with high freestream turbulence level, the maximum
turbulence intensity is underpredicted (similar to Re = 200,000
and Tu = 10% case). There is no peak in the predicted turbulence
fluctuations above the separation bubble in the transition region,
observed in the experimental data. The prediction based on the
FLB model has a smaller separation bubble thickness and a
slightly earlier reattachment, The thickness of the separation bub-
ble is equal to the experimental thickness at point P9, about 5 of the
experimental thickness at point P10 and § at point P11. For the

FLB model, the variation in the thickness of the separation bubble
was 50%. A low level of the freestream turbulence delays pre-
dicted reattachment from the 93% to 99% of the chord. A com-
parison between the numerical simulation and the data is given in
Table 4.

Prediction Using Hybrid ARSM/k-e Model

Experimental data for transition over a laminar separation bub-
ble shows a strong redistribution of the turbulent kinetic energy
among components in the transition zone. The k-e model is unable
to capture this redistribution zone. as well as the overall anisotropy
of the turbulence field associated with the transition process. A
numerical simulation based on the hybrid k-e/ARSM has been
carried out to investigate the ability of this model to improve the
prediction of the transition over the LP turbine blading. Results of
the current research as well as previously reported simulations
(e.g., Abid et al., 1995) indicate that a numerical solution strongly
depends on the k-e model used. A comparison of the prediction
based on hybrid models (ARSM/ke) with different low-Re, k-€
(CH, FL.B, LB) models indicates that the transition inception is
controlled by the k-e model and is close to those predicted by a
corresponding k-€ model. Therefore, the FLB model has been
chosen as the model with the best results, based on previous
computations. It is used in the k-e/ARSM model 1o follow.

For high Re and high turbulence cases, results of the numerical

Table 3 Inception and length of the transition, separation and reattachment points, Re = 50000, Tu = 10%

Experiment FLB model CH model LB model
Transition inception, x/C, 75-82% 78% 72% 75%
End of transition, x/C, >pl3 84% 85% 86%
97.28%
Separation, x/C, 70% 1% 72% 2%
no reattachment
Reattachment, X/C, 92% 93% no reattachment

828 / Vol. 121, DECEMBER 1999

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



01
[

0.08f

¥/C, §

0.04

0.2}

.02

® il *0 wde Y0 wlw

o experiment \
CH model A
FLB mode!

Fig. 7 Velocity and turbulence intensity, Tu = 2.5%, Re = 50000

simulation based on hybrid k-e/ARSM are identical to the predic-
tion based on the k-€ approach. The high-Re case is characterized
by transition in an attached boundary layer or very small separa-
tion bubble. Maximum shear stresses are located close to the blade
surface in the region where turbulence terms are calculated using
k-e¢ model. The ARSM part is used only for the outer layer.
Therefore, the influence of the hybrid approach is minimal. In
contrast, the shear layer above the separation zone is located in the
zone where turbulence terms are calculated using the ARSM.
Thus, the hybrid approach has a more profound effect in this
region. For the high Tu case (Re = 50 000, Tu = 10%), this effect
is minimal and can be seen only in the turbulence field. The
utilization of a hybrid model moves the peak value of the fluctu-
ating velocity farther from the wall, and closer to the measured
location. There is only a minor change in the predicted velocity
field. A comparison between the predicted and the experimental
data for the case with Re = 50,000 and Tu = 2.5% (Fig. 8) reveals
an improvement in both the predicted velocity and the turbulence.

Current numerical simulations have been carried out without the
pressure strain terms. As a result, the w' component is equal to the
v' component. An analysis of the turbulent case indicates that the
streamwise component has about 50% of the total turbulent kinetic
energy, while v’ and w' have 25% each. No significant change in
the balance between the different components is found in the
transition region (no more than 5% variation). The hybrid turbu-
lence model over-predicts the maximum amplitude of the fluctu-

ation velocity similar to those observed with the k-e model.
However, redistribution of the turbulence energy between turbu-
lence components plays a major role in improving the velocity
prediction.

Prediction Using a k-€ Model in Conjunction With the
Transition Model

The numerical simulation of the transitional flows based on the
turbulence model generally does not provide an adequate level of
accuracy and robustness. Incorporation of transition models is a
potential way to improve the transition prediction. Transition mod-
els use an empirical or a semi-empirical correlation to calculate the
inception and end of transition, as well as the intermittency dis-
tribution in the transition region zone. A number of models are
available to calculate the inception and end of transition in an
attached flow. The most common approach is the calculation of the
transition inception using an empirical correlation and the calcu-
lation of the intermittency distribution using the approach sug-
gested by Dhawan and Narasimha (1958), in conjunction with the
correlation for the non-dimensional spots breakdown parameter
(e.g., Gostelow and Walker, 1991; Mayle, 1991). In the current
research, a model by Abu-Ghannam and Show (1980) is utilized
for the transition prediction in an attached flow:

F(A) - Tu]

Reg,, = 163 + exp[F(/\) ~ %9

Table 4 Inception and length of the transition, separation and reattachment points, Re = 50000, Tu = 2.5%

Prediction Prediction CH Prediction

Experiment FLB model model LB model
Transition inception, x/C, 84-85% ~80% ~T78% 69%
End of transition, x/C, >pl3, >97% 86% 88% 97%
Separation, x/C, 69% 71% 69% 72%
Reattachment, X/C, 96% 99% no reattachment 90%
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transition is completed when:
Rey = 2 Rey,

The intermittency distribution is based on Dhawan and Narasimha
(1958).

Transition models for separated flows correlate the distance
between the separation and transition inceptions. In the current
paper, the model due to Davis et al. (1985) is used:

Re,, — Re,, = 25+ 10 log), [coth (17.32 Tu,)]

As in the case of attached flow, an intermittency distribution is
based on the Dhawan and Narasimha (1958) formula. Even though
this relation was suggested for attached flow, a comparison pre-
sented in Qiu and Simon (1997) indicates that it can be applied to
the separated flow.

Utilization of the transition model provides a more reliable
prediction, in comparison with the “pure” turbulence model. Nev-
ertheless, the transition model has a number of weak points.
Empirical correlations are based on data that has a significant
spread. The accuracy of the transition model deteriorates as flow
parameters deviate from those used for the derivation of the model.
A comparison between the intermittency distribution based on the
transition model and the measured data shows that the transition
model tends to predict an earlier transition. In addition to the
transition models described earlier, calculations with the transition
model based on the measured intermittency factor have been
carried out to investigate an effect of the “ideal” transition model.
For the attached flow case (Re = 200,000, Tu = 10%), there is no
significant difference in the predicted velocity and turbulence

830 / Vol. 121, DECEMBER 1999

fields simulated with and without transition model. This is due to
the fact that the predicted transition inception based on Abu-
Ghannam and Shaw correlation is located upstream of the transi-
tion inception predicted by a “pure” turbulence model. Therefore,
the transition model has a minimal impact on the solution. For the
separated flow, the transition model used is practically identical
with the experimental data for the case with Re = 50,000 and
Ta = 10%. However, as described in Qiu and Simon (1997), for
other cases with a high freestream turbulence, the correlation was
not perfect.

Different approaches can be used to incorporate an intermit-
tency distribution. Methods based on a separate solution for the
laminar and turbulent parts show potential for improved flow
prediction (e.g., Steelant and Dick, 1996). Nevertheless, for engi-
neering application, it is more advantageous to have a single solver
throughout the flow field. This is especially preferred from the
point of view of the model extension to three-dimensional flows in
turbomachines. Two methods are tried for the incorporation of an
intermittency factor into the existing code. In the first method, an
additional damping function F(y) is utilized for the calculation of
the eddy viscosity (this transition model is denoted as Var. 1):

k2
o= cufuF(y),  where F(y) =y

where ¢, = 0.09 and f, is the wall damping function.

This approach implicitly assumes that the eddy viscosity based
on local scales is ‘turbulent’ in nature. If the distribution of the
turbulent kinetic energy and the turbulent dissipation rate are
transitional in nature, this approach may lead to an underprediction
of the local eddy viscosity due to the ‘double’ damping by the
transition model and the low-Re k-€ model itself. Assuming that
the eddy viscosity in the transition region can be calculated cor-
rectly using the same expression for u, as for the turbulent part, the
intermittency distribution can be utilized only through the modi-
fication of the turbulent equations. An additional damping function
based on vy is applied only to the calculation of the production term
(this case is denoted as Var. 2):
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P = P*F(vy), where P is the turbulence production

The mean flow is affected implicitly through the eddy viscosity.

In the transition zone, the intermittency distribution has a com-
plex, two-dimensional distribution. Most transition models vary
intermittency only in the streamwise direction. Based on the ex-
perimental distributions, the calculations have been carried out
with the variation of -y in both streamwise and crossflow directions.
To avoid an interaction between the transition model and the
turbulence model itself, simulations have been performed with the
intermittency factor set to zero upstream of the transition inception
location and to unity downstream of it. Overall, six combinations
of transition model implementations have been analyzed. Two
approaches have been used to incorporate intermittency distribu-
tion into the solver; through an additional damping function in the
eddy viscosity calculation, denoted as Var. 1, and through a
damping function in an expression for the turbulence production,
denoted as Var. 2. Each case was combined with three different
distributions of the intermittency factor:

1)  Step distribution: y = 0, forx < x, and y = 1, forx > x,,

2) One dimensional: y(x) = Max,(y(x, y)) (i.e., maximum
intermittency across boundary layer at current location) or y(x)
based on transition model

3) Two-dimensional: v = y(x, y)

All cases are calculated using the FLB turbulence model, which
gave the best prediction among the CH, LB, and FLB models.
The implementation of the transition model in attached flow
does not have any significant effect on the velocity and turbulence
distribution. No significant influence of the method of the imple-
mentation of the transition model (Var. 1, Var. 2, or type of vy) is
found. As stated above, the utilization of the Abu-Ghannam and
Shaw correlation predicts an earlier transition in comparison with
both the experiment and the prediction based on a “pure” turbu-
lence model. The current approach may only postpone the transi-
tion inception. Therefore, the prediction based on the pure turbu-
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lence model and the transition model produce practically identical
flow fields. Simulation with the experimental distribution of the
intermittency factor improves the prediction of the turbulence
kinetic energy distributions in the vicinity of the transition incep-
tion and predicts an earlier end of transition. Nevertheless, there is
no improvement in the velocity distribution at location P10.

In contrast to the high-Re cases, the way the transition model is
incorporated and the type of intermittency distribution used has a
profound effect on the prediction of low-Re flow (Fig. 9). The
incorporation of the transition model, with the direct effect on the
eddy viscosity (Var. 1), resulted in the development of the larger
separation bubble in comparison with the experimental data (Fig.
9). The separation zone extends beyond the location of the trailing
edge. Utilization of the two-dimensional distribution of the inter-
mittency factor led to a further increase in the separation bubble
size. The flow prediction based on the application of the intermit-
tency distribution to the calculation of the production term (Var. 2)
leads to the prediction of a much smaller separation bubble and
reattachment near the trailing edge. The predicted height and
extent of the separation zone are closer to the measured values,
which is a consequence of the delayed inception of transition.
However, overall deviations of the predicted velocity profile from
the experimental data are greater in comparison with the “pure”
turbulence model for all cases, except for the “step” transition
model. This is due to the double damping of the eddy viscosity in
a transition zone, as mentioned earlier. Even though the vy distri-
bution indicates that the transition zone should extend beyond the
trailing edge, all but one model (one-dimensional model, Var. 1)
has the end of the transition upstream of the trailing edge. A
numerical prediction based on the one dimensional distribution
and the “step” distribution in conjunction with Var. 2, gave the
most accurate prediction of the separation bubble size and location,
even though it does not improve the turbulence intensity distribu-
tion in comparison with the simulation without the transition
model.

DECEMBER 1999, Vol. 121 / 831

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Tu,% Tu,%
10 20 30 10 20 a0

ke flux g
phys. dissipation 008
artlf, dissipation

(P2}
- residual
Tu

B8 0 05 9% 0 G 0705
f8ss galnt loss g'gln loss

a) x/Cx=71% b) x/Cx=81%

0.5
gain
¢) x/Cx=81%, modified

Fig. 10 Turbulent kinetic enel;gy balance, Tu = 10%, Re = 50000

Effect of Artificial Dissipation on the Transition Predic-
tion

The stability consideration requires an analysis of the differen-
tial approximation of the original partial differential equations,
which is not possible. Numerical experiments have been carried
out to assess the influence of the artificial dissipation on the
prediction of transition. The major objective of the current valida-
tion is to establish the limits of its influence.

A number of realizations of the artificial dissipation terms have
been analyzed. The original version of the code employed a hybrid
second/fourth-order artificial term with a switch based on the local
turbulence field. Velocity scaling and eigenvector scaling are in-
corporated to keep the artificial dissipation at a minimum level in
the boundary layer. Nevertheless, an analysis of the turbulent
kinetic energy in the transition zone (Fig. 10()) indicates that the
level of the artificial dissipation reaches 50% of the source term
(P, — €) for the base case. In Fig. 10, the distribution of the
convective flux, physical dissipation, artificial dissipation, residue,
and P.-€ in the turbulent kinetic energy equation are shown to
reveal the relative influence of the artificial dissipation. The base
case has artificial dissipation coefficient k,,, = 0.01, which is
about twice the minimum level required to avoid odd-even numer-
ical instability. To minimize the level of artificial dissipation, the
artificial dissipation term was modified to include only the stream-
wise variation of k. The k-balance based on this modification is
shown in Fig. 10(c). All calculations presented in this paper are
based on this modified approach, even though it does not affect the
prediction beyond a small zone of high gradients in the transition
region.

The effect of utilizing only the fourth-order artificial dissipation
term has been also investigated. This approach does not alter the
result of the analysis presented below (beyond absolute values of
the artificial dissipation coefficient). However, the employment of
only fourth-order artificial dissipation leads to a significantly in-
creased sensitivity of the code to the turbulence field development
near the leading edge. A moderate flow disturbance generates a
significant increase in the turbulence kinetic energy, which de-
creases rapidly downstream. Numerical modeling shows that this
increase can not be explained as a transition with relaminarization
farther downstream. This phenomenon can be reproduced at any
location within the first 30% of the chord by placing the distur-
bance source (e.g., locally skewed grid).

The predicted location of the inception of separation, beginning
and end of the transition, and reattachment point, as a function of
the artificial dissipation, is shown in Fig. 11. Both the'insignificant
as well as excessive levels of artificial dissipation result in an
earlier transition. The values of k, and k,, vary from the level
below the stability limit to a level at which the artificial dissipation
causes a significant non-physical diffusion.

It should be noted, based on previous experience with the solver,
that the recommended variation of the k,,. was 0.01 — 0.02.
Within this range, the variation of the predicted and measured
location of the transition inception is within 2.5% of the chord. An
carlier-transition inception results in a smaller separation bubble

832 / Vol. 121, DECEMBER 1999

prediction:
O modification due to the k,,, variation
0 modification due to the k, variation

0.0

(5]

0.04 10 Q

|
0.03 I
separation incept@\n

|

LI

0.02

| BN LR S LN L

0.01
[ stability limits

i

ok

separat. incept.
experiment ——=

reattachm,

Ao
tran. end
L 1 1 1 I | | L I

05 0.8 07 0.8 0.9 1
xC

H—

tran.Incept.
e b e bt

X

Fig. 11 Effect of artificial dissipation on predicted location of transition
and separation inception, Tu = 10%, Re = 50000

(Fig. 12). However, the variation of the artificial dissipation in the
mean flow equation does not significantly infiuence the predicted
mean flow profile (Fig. 13).

The primary source of the early transition in the case of a small
ke is a slight numerical instability of the scheme. For £y, =
0.075, a moderate odd-even numerical instability generates a
premature transition from laminar to turbulent boundary layer
flow. An increase in the artificial dissipation also results in an
earlier transition inception. It is possible to identify zones with
different behavior of the scheme. For simulations with k,, <
0.02, the variation of the artificial dissipation term affects only the
transition inception, but the transition length is essentially con-
stant. This fact indicates that, within this range, the artificial
dissipation acts as a destabilizing factor. A comparison of the
streamwise distribution of the turbulent kinetic energy based on
differing values of k,,. shows that (dk/dx) is constant; i.e., the

i, %

Fig. 12 Influence of the artificial dissipation; Tu = 10%, Re = 50000,
k4 = 0,01 a) kzkg = 0.001 b) kzkg = 0.004 c) kgk. = 0.02 (ﬂ kzkg = 0.04
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transition zone is shifted upstream without diffusion of the & field.
Therefore, in this zone, the artificial dissipation is similar to the
physical disturbances (freestream turbulence, noise etc.). For
ke > 0.02, the artificial dissipation leads to both an earlier
transition and an increased transition length. This is the conse-
quence of the streamwise diffusion of the turbulent kinetic energy.

The influence of the artificial dissipation in the mean flow
equation on the predicted velocity and turbulent fields is presented
in Fig. 13. In contrast to the k,;, variation, the variation of k, does
not affect the accuracy of the mean flow, except at very high levels
of artificial dissipation.

Concluding Remarks

A numerical simulation of the flow in a low-pressure turbine
shows that best results were obtained with the FLB model (without
a transition model). Implementation of the hybrid k-e/ARSM
improves the prediction for Re = 50,000, Tu = 2.5%. While
having minimum impact in all other cases, this modification con-
tributed to the redistribution of the turbulent kinetic energy be-
tween various components in the transition region.

Utilization of a transition model does not result in an improved
flow simulation. Analysis of the turbulence characteristics in the
transition zone shows that the lack of improvement is due to
interference between the transition model and the low-Re turbu-
lence model. In the current prediction, transition inception from
the pure k-€ model is located only about 4% of the chord upstream
of the measured location. An enforcement of the transition through
the intermittency function leads to a double damping of turbulence
in the transition zone.

A number of factors have been found to be essential for an
accurate prediction of the transition. The first factor is the need to
limit turbulence production near the leading edge to ensure an
accurate development of the laminar boundary layer. Implemen-
tation of the fourth-order artificial dissipation in k-e equations,
without modification for the leading edge flow, may lead to the
development of the pseudo-turbulent boundary layer. A second
factor is the need to modify the freestream turbulence equation.
This problem, as well as the first one, is due to the poor perfor-
mance of a standard k-e model in the case of strong normal
stresses. Without the adjustment of the freestream turbulence, the
turbulence intensity may be overpredicted by 2-3% affecting the
transition inception prediction.

The establishment of the reliability range for the solver is
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needed for its application to the design problem. Even though grid
independency has been verified through the numerical modeling,
further analysis shows that the predicted location is affected by the
level of artificial dissipation. For small values of k,,,, the variation
of the artificial dissipation acts as a disturbance (i.e., affecting the
transition inception without diffusing & in the transition zone). This
makes assessment of the reliability of the prediction more com-
plex; because in addition to grid and turbulence model character-
istics, the numerical scheme (i.e., form of differential approxima-
tion) and numerical details (e.g., the way the reliability of k is
ensured) contribute to the variation in the transition prediction. For
the current solver, the potential error associated with this phenom-
enon can be estimated to be 2% of the chord for the prediction of
the location of inception of transition. To ensure a reliable predic-
tion of the separated flow cases, this level should be improved
because even a moderate variation in the predicted transition
inception results in a significant variation of the separation bubble
thickness and length.
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Analysis of Rotating Cavitation
in a Finite Pitch Cascade Using
a Closed Cavity Model and a
Singularity Method

A new method is proposed for the stability analysis of cavitating flow. In combination
with the singularity method, a closed cavity model is employed allowing the cavity
length freely to oscillate. An eigen-value problem is constituted from the boundary
and supplementary conditions. This method is applied for the analysis of rotating
cavitation in a cascade with a finite pitch and a finite chordlength. Unlike previous
semi-actuator disk analyses (Tsujimoto et al., 1993 and Watanabe et al., 1997a), it is
not required to input any information about the unsteady cavitation characteristics
such as mass flow gain factor and cavitation compliance. Various kinds of instability
are predicted. One of them corresponds to the forward rotating cavitation, which is
often observed in experiments. The propagation velocity ratio of this mode agrees with
that of experiments, while the onset range in terms of cavitation number is larger than
that of experiments. The second solution corresponds to the backward mode, which is
also found in semi-actuator disk analyses and identified in an experiment. Other
solutions are found to be associated with higher order cavity shape fluctuations, which
have not yet been identified in experiments.

Introduction

During the development of the liquid oxygen turbopump of the
H-II rocket main engine, LE-7, a supersynchronous shaft vibration
due to rotating cavitation was observed (Kamijo et al., 1993).
Although this vibration was suppressed by a modification of the
inducer casing, rotating cavitation is still one of the most important
problems in the development of modern high performance rocket
pump inducers (de Bernardi et al., 1993 and Ryan et al., 1994).

The first theoretical explanation of rotating cavitation was given
by using 2-D semi-actuator disk analysis (Tsujimoto et al., 1993).
It was shown that rotating cavitation is caused by the positive mass
flow gain factor (which means that the cavity volume increases/
decreases due to the decreasefincrease of flow rate) and is defi-
nitely different from rotating stall which is caused by the positive
slope of the pressure performance of the impeller. It was also
found that there can be two modes of rotating cavitation: One of
them rotates faster than the impeller and the other rotates in the
direction opposite that of the impeller rotation, with nearly iden-
tical onset range. Forward rotating cavitation is generally found in
experiments, while there has been only one experimental observa-
tion of backward rotating cavitation (Hashimoto et al., 1997). As
the next steps in theoretical analysis, three-dimensional analysis
(Watanabe et al., 1997a) and compressible flow analysis (Wa-
tanabe et al,, 1997b) were carried out, their results basically
supporting the results of the 2-D linear analysis. All of the above-
mentioned analyses are based on a semi-actuator disk method
where the cavitation is modelled by using the unsteady cavitation
characteristics such as cavitation compliance K and mass flow gain
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factor M. However, it is difficult to determine the exact value of K
and M for specific machines.

In the present study, the rotating cavitation in a cascade with
a finite pitch and a finite chordlength cascade is analyzed
without using K and M. In combination with the singularity
method, the closed cavity model is employed allowing the
cavity length to oscillate freely (Furuya, 1982). This method
has been used for the analysis of cavity response to external
disturbances and the value of K and M are determined for
cascades with a wide range of geometrical parameters (Wa-
tanabe et al., 1998). The present study extends the methods for
stability analysis of rotating cavitation which can also be used
for more general cavitation instabilities.

Fundamental Flow Field

We consider a cascade of flat plates with chordlength C, spacing
h and stagger angle B as shown in Fig. 1. We assume a main flow
of magnitude U and an incidence angle « at upstream infinity. We
define the index of blades n by taking into account the periodicity
for an inducer with blade number Z,: The blade on the x-axis is
given the index zero, and the index increases in the positive
direction of the y-axis and returns to zero at the Z,th blade. We
consider the case of partial cavitation which fluctuates with a
complex angular frequency w. By allowing the interblade phase
difference of fluctuations, A¢ = 2mm/Z, (m: number of cells),
we can simulate the circumferential propagation of fluctuations in
rotating cavitation,

The flow disturbance due to the existence of blades and cavities
is represented by a source distribution ¢, on the cavitating region,
vortex distributions vy,, and vy,, along the blades, and a trailing free
vortex distribution v,, along the wake surface of the blades. The
singularities are distributed on the blades and their extensions
downstream assuming that both steady and unsteady flow distur-
bances are small. Thus, the complex potential W(z, f) can be
represented as follows:
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where £ is a coordinate fixed to the blades showing the locations
where the strengths of singularities are defined. All singularities
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The strengths of all singularities and the cavity length are divided
into steady and unsteady components as follows:

q,(s1) = UaC,(s;) + g(s,) expj(wt — nA¢),
Yia(s1) = UaC, (s,) + §,(s;) expj{wt — nAg),
Yau(s2) = UaCp(sy) + F2(s2) expi(wt — nAe),

are introduced to take into account the fluctuating cavity lengths /,
and are defined by

Vo (&) = %,(€) expj(wt — nAg), and

E=1,5, (for0<é&</,, 0<s,<1), and 3) I,=1,+ I expj(wt — nAg), 7
Nomenclature
A, B = coefficient matrices and k% = propagation velocity ratio in a a = incidence angle

a constant vector in Eqs. stationary frame B = stagger angle
(27) and (28) k% = decay rate v = vortex distributions

C = chordlength [ = cavity length A¢ = interblade phase difference

c,, C,, C, = normalized strengths of m = number of cells 1 = cavity thickness (= location of
steady singularity distri- N = axial velocity cavity surface)
butions n = blade index p = density
F.(z, &) = function defined in Eq. p = pressure o = cavitation number
2) p. = vapor pressure w = complex angular frequency of
f.(z, &) = function defined in Eq. g = source distribution fluctuations

©6) S = location of discrete points on the ¢ = coordinate fixed to the blades

h = spacing of cascade blades .

i = imaginary unit in space s = coordinate fixed to oscillating Superscript
(iz = -1 cavity ~ = unsteady disturbance components

J = imaginary unit in time t = time
G* = -1 U = main flow velocity Subscripts

k= comp}ex prppggation Up = tangeptia.l velocity of casqade. 1,2 = cavitating and non-cavitating re-
velocity ratio in a frame u, v = velocity in the x- and y-directions gion
moving with a cascade, W = complex potential ¢ = cavity surface
defined in Eq. (29) w = complex conjugate velocity, n = blade index

k* = complex propagation Tu m s = steady disturbance components

velocity ratio in a sta- Zy = number of blades / = wake

tionary frame, defined in
Eq. (30)
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where C,(s,), C,.(s,), and C,,(s,) are normalized strengths of
steady components of singularities, and j denotes the imaginary
unit in time. We have introduced two kinds of imaginary units, i
and j. Here, we should note that i« j = j+j = —1lbuti«j# —1.
After introducing the expressions of Eq. (7) into Eq. (5), we can
divide the velocity into uniform steady velocity Ue™", steady
disturbance (u,, v,) and unsteady disturbance (i, 7) as follows:

u=U-+u,+ de’, and

v=Ua + v, + e/, ])

where it has been assumed that @ < 1. We further assume that |,
|7 < |u,l, |v)] < U; linearizations are made throughout the
present study based on these assumptions.

Boundary and Supplementary Conditions

All boundary and supplementary conditions are applied to the
Oth blade and all values are evaluated on the coordinates s, and s,
which stretch and shrink with the fluctuating cavity length. The
locations where the boundary and supplementary conditions are
applied are represented as follows in terms of the coordinate x
fixed to the blades:

x*x0i=1lys;, 20 (0<x<l,0<s,<1), and (9)

xx0i=(C—1ly)sy+2,— C=x0i

l<x<C,1<s,<2). (10)

Boundary Condition on the Cavity Surface. We assume
that the pressure on the cavity surface (0 < x < [y, y = +0) is
constant and equals the vapor pressure. From the linearized mo-
mentum equation on the cavity surface, we obtain the following
equation:

du U ou

11 dp
RN T

TpLas an
From this equation, we can express the velocity on the cavity
surface (U + u.) as follows:

U8y, 1) =y, + i e Ve,

(12)

Using the expression of velocity, Eq. (5), we obtain the follow-
ing boundary condition on the cavity surface,

Re{w(lys, + 0i, D} =U + u.(s;, 1) (0<s;<1). (13)

Boundary Condition on the Wetted Surfaces. The flow
tangency condition on the wetted surfaces can be represented as
follows:

Im{w{lys, = 0i, )} =0 (0<s,<1), and (14)

Im{w((C — lp)s; + 2L, — C, )} =0 (1 <s5,<2). (15)

Cavity Closure Condition. Although various cavity models
have been proposed mainly to simulate the loss or drag by poten-
tial flow calculation, we choose the unsteady closed cavity model
(Furuya, 1982) because of its simplicity. By using this model, we
can simulate the unsteady cavitation phenomena without any em-
pirical factors.

The kinematics of cavity thickness 1,(s, t) can be expressed as
follows:

8nn 1 dll‘l anﬂ
' (U o E) s

9t l,, = U(lnsl’ +O) = qn(sl)-

(16)

The cavity thickness is divided into the steady and unsteady
components,

nn(sla t) = ns(sl) + ﬁ(sl) expj(wt - nA(P) (17)
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Equation (16) is separated into steady and unsteady parts after
linearization. By integrating these equations, we obtain

51

C,(s\)ds}, and (18)

”’7,:(51) = Uals f

0

81
ﬁ(sl) = E J q”(s’])e'“jwls(m»'x{)/uds/l
0

+ Uaff (1 + jol,si/U)C, (sy)e 70 =00dst . (19)
0

Then the cavity closure conditions can be expressed as follows:

(1) = H(1) = 0. (20)

Kutta’s Condition. We assume that the pressure difference
across the blade vanishes at the trailing edge of each blade. By
applying the linearized momentum equation to both surfaces of the
blades, we can express this condition as follows:

d 1 2
dr {f Yio(s)lods; + J. Va0 ($2)(C — lo)d52:|

+ Uyyp(2) = 0. (21)

This is known as the unsteady Kutta’s condition.

Equation (21) is equivalent to the Kelvin’s circulation conser-
vation law and signifies that the vortex wake with strength ¥,(C)
is shed from the trailing edge of the blade on the mean velocity U,
corresponding to the change in the blade circulation.

Since the trailing free vorticity §,(£) is transported on the free
stream with velocity U, it can be represented by using ¥,(2) as
follows:

$:(§) = 92(2) exp[—jw(§ — C)/U]. 22)

Upstream Flow Condition. We assume that there should be
no disturbances at upstream infinity. The expression of Eq. (5) has
been determined such that the velocity disturbance vanishes at
upstream infinity. Applying the unsteady version of Bernoulli’s
equation between the upstream infinity and the leading edge of
cavity, and equating the pressure disturbance at upstream infinity
to zero, we obtain the following equation:

d Re[W(—c0, 1)] 0 Re[W(0,1)] 1 , , Pu
a1 = a1 +§|W(O, t)I +;

(23)

where p, is the vapor pressure. Linearizing the above equation and
separating it into steady and unsteady components, we obtain

_p*w.\' —pu_ O-U
Ues = U -2 and 24)
jo Re[W(0, 1) — W(—o0, 1)] + Uu, = 0, ©5)

where ¢ = 2(p_.,— p,)/pU’ is the cavitation number. The
unsteady component of complex potential W can be derived by
separating the expression of Eq. (1) into steady and unsteady
components.

Analytical Method and Conditions for Numerical Exam-
ples

The unknown quantities in this problem are the steady and
unsteady components of singularity distributions, ¢,(s ), v.(s\)
and vy,,(s,), the cavity length /,, and the tangential velocity on the

cavity surface, u.,. They are determined from the steady and
unsteady parts of Eqs. (13)—(15), (20) and (21) with Eqgs. (24) or
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(25) where the expressions of the complex potential and the
velocity, Egs. (1) and (5), should be used wherever needed.

We specify the strengths of singularity distributions at the
following nodes as unknowns:

1 k—1
S,k=5 1 — cos N1

O0O<s<1,k=1,2,...,N,.), and
o 1o M k=1
Zk”‘l E — COSs m_ilﬂ
(1<$<2,k=1,2,...,N), (26

where N, and N, are the number of nodes in the cavitating and
noncavitating regions, respectively. We used N, = N, = 37 for
the present calculations. The nodes are densely distributed near the
leading and trailing edges of the cavity and the blade. Between
nodes, the strengths of singularity distributions are basically as-
sumed to be linear. Near the leading and trailing edge of the cavity,
however, the singular behavior of linearized cavitating flow ob-
tained by Geurst (1959) should be taken into account. Near the
leading edge of the cavity, the singularity distributions are as-
sumed to be g,(s,) ~ s; "™ and y,,(s\) ~ s;". Near the trailing
edg?/, it is assumed that ¢,(s,) ~ (I — s,)7"%, y.(s,) ~ (5, —
1~

The control points, where boundary conditions are applied, are
placed at the middle of each node given by Eq. (26). By evaluating
the integral in Eqs. (1) and (5), we can express the boundary and
supplementary conditions as follows:

For the steady components,

( \
Cq(SlI)

Cyl (.Sll)

[A,(1)] ={B, 27)

Cv2(s21)

\ o/2a )
and for the unsteady components,

[ 4(5,))
51(51)

[A,, w)] = {0}, (28)

9,(S21)

where A,(/,) and A(/,, w) are coefficient matrices on the unknown
vectors shown by { } on the left hand sides, and B, is a constant
vector.

The steady flow can be determined from Eq. (27), which shows
that o/2a is a function of the steady cavity length /,, or equiva-
lently, that [, is a function of ¢/2a. Equation (28) is a set of
homogeneous linear equations. In Eq. (28) the effects of o and
are included only in &/ and in A(/,, ) through [,, which depends
only on o/2a. Therefore, the unknown vector depends only on /; or
o/2a. Because ol is constant for the same value of the steady
cavity length [, as we can see from Eq. (28), the amplitude of
cavity length fluctuation 7 is inversely proportional to « for the
cases with the same value of [, or equivalently o/2¢.. For the
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Fig. 2 Steady cavity length, compared with Wade (1967)

existence of non-trivial solutions, the determinant of the coefficient
matrix A(/,, @) should be equal to zero. This condition gives a
characteristic equation which determines the complex angular fre-
quency w, which is also a function of o/2a.

The complex propagation velocity ratio (propagation velocity/
U;) in a frame moving with the cascade, k, is defined as

w/m
‘ P Zyh

k=ky+ jk, = U 29)
by using the complex frequency w and the tangential velocity U,
of the cascade. The propagation velocity ratio is not a function of
only a/2« any more because U is expressed as U, = U sin (8 +
a). The direct effect of the incidence angle «, however, is quite
small for the cases with small « and large stagger angle 8, which
is the case for typical inducers. The complex propagation velocity
ratio in a stationary frame, k*, is given by

k* = k% + jki= (1 — kp) + jky, (30)
where k% is the propagation velocity ratio in a stationary frame and
k* is the decay rate. For k% > 1, the corresponding disturbance
rotates faster than the impeller. If k% < 0, the disturbance is
amplifying.

Numerical results are shown for a cascade with solidity of
C/h = 1.88 and stagger of 8 = 79.73 [deg]. As previously
mentioned, the unsteady flow components can be determined as
functions of ¢/2a, whereas the cavity length fluctuation 7 and the
complex propagation velocity ratio k£* include the direct effect of
«. The value of incidence angle, « = 4.66 [deg], is used for the
calculation of propagation velocity ratio and unsteady cavity
shapes described below. However, the stability limit (k% = w, =
0) of all disturbances remains as a function of only o/2a.

Figure 2 shows the steady cavity lengths [,/ obtained from Eq.
(28) and those obtained by the comformal mapping method (Wade,
1967) for various values of o/2a. They are in good agreement.

Results and Discussions

Solutions of Characteristic Equation and Corresponding
Modes. Figure 3 shows an example of complex solutions for the
case of the number of blades Z,, = 3, the number of cells m = 1,
and o/2a = 0.25. Although only five solutions are shown in the
figure, many other solutions were found in the region with larger
absolute propagation velocity. In the present study, we focus on
the solutions with a lower propagation velocity, Mode I-III. Mode
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Fig. 3 Example of solutions obtained with characteristic equation

I and III are forward rotating modes whereas Mode II is a back-
ward rotating mode.

Figure 4(a)—(c) show the cavity shape fluctuations for Mode
I-IT shown in Fig. 3. The cavity shape of Mode I fluctuates so that
the cavity thickness changes with the same phase throughout the
cavity. On the other hand, propagating waves on the cavity sur-
faces are found for Mode II and III.

Effects of Blade and Number of Cells. Figure. 5(a)-(c)
shows the results of Mode I-1II for various values of ¢/2a and
Zy/m. The case of Zy/m = 2 corresponds to the rotating cavitation
with 1 cell in a 2-bladed inducer or 2 cells in a 4-bladed inducer.
On the other hand, Zy/m = 3 and 4 correspond to the 1 cell
rotating cavitations in 3- and 4-bladed inducers, respectively.

Figure 5(a) shows the results for Mode L. It is shown that the
propagation velocity ratio k% increases as o/2e increases for
Zy/m = 3 and 4. The propagation velocity ratio k% for Zy/m = 4
is larger than that for Z,/m = 3. On the other hand, the propa-
gation velocity ratio k% is unity for Z,/m = 2. This corresponds
to the alternate blade cavitation which is often observed in exper-
iments with a 2- or 4-bladed inducer (Huang et al., 1998, and de
Bernardi et al., 1993). Since the flow under the alternate blade
cavitation is steady in a frame moving with the cascade, it can be
treated by steady flow analysis (Horiguchi et al., 1998). The
present results predict that both the forward rotating cavitation
with 1 cell and alternate blade cavitation with 2 cells can occur in
a 4-bladed inducer. Figure 5(a) also shows that the destabilizing
region with k* < 0 is the largest for Zy/m = 2. Thus, in the case
of a 4-bladed inducer, it is predicted that, as the cavitation number
decreases, the alternate blade cavitation with 2 cells occurs first,
and then the forward rotating cavitation with 1 cell will follow.
This tendency agrees with the experimental observations by de
Bernardi et al. (1993).

Figure 5(b) and (c) shows the results for Mode II and 111, respec-
tively. It is shown that the absolute value of propagation velocity ratio,
[%], is much larger than that of Mode I and is the largest for the case
of Zy/m = 4. The figures of decay rate k¥ show that the destabilizing
regions of Mode II and III are larger than that of Mode I, indicating

N
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‘ 1 . | i |
0 2 4
glza
Decay rate

Fig. 5(a) Mode |

that the phenomena with larger propagation velocity may occur prior
to Mode I. However, the existence of the higher order mode, Mode
I, has not been confirmed experimentally.

Comparison With Experimental Results. Figure 6 shows
comparisons of theoretical and experimental results for Mode 1.

04 Opposing blade 0.1 Qpposing blade 01 QOpposing blade
Q —— Steady shape Q Q
LSS BRSO wt=0 & &
3 ——- wt=27/3 "3 7
g —— wt=47/3 4 g
| 3 - 3 o~
£ & g A\ & /‘/4 \
£ H i\ H 7Y
8 8 /,/,,,- \i 8 /,/v// \\i
Il L
0 0 0
x/C X/C
(a) Mode | {b) Mode Il (c) Mode Ili

Fig. 4 Cavity shape fluctuations of Mode I-lll shown in Fig. 3
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The experimental data are drawn from Kamijo et al. (1993) and
Tsujimoto et al. (1997) for 3-bladed inducers, and from de Ber-
nardi et al. (1993) and the recent results at Osaka University for
4-bladed inducers. The present model can simulate the following
characteristics: (i) The propagation velocity ratio k% increases as
o/2a increases. (ii) The propagation velocity ratio k% is larger for
a 4-bladed inducer than for a 3-bladed inducer. However, the
predicted destabilizing regions in terms of 0/2a are much larger
than those of experiments.

Figure 7 shows the onset regions of various cavitation instabil-
ities in experiments (Tsujimoto et al., 1997). The onset region of
rotating cavitation is denoted by iv. Lines for 0/2a = 0.5 and 1.0
are drawn in the figure. It can be seen that the boundaries of
various cavitation instabilities are nearly parallel to the lines with
constant /2. This supports the finding of the present study that
rotating cavitation depends on the value of 0/2c or the steady
cavity length /,.

Here, we further compare the present results with experimental
results from the standpoint of cavity length. As already shown in
Fig. 2, the steady cavity length [./A is a function of 0/2a. At the
point A shown in Fig. 7, the mean cavity length (of tip cavitation)
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Fig. 5 Solutions corresponding to Mode I-lli for various values of o/2a
[Blade number/cell number, Zy/m = 2, 3, 4]

is approximately 85 percent of spacing 4. The steady cavity length
of Mode I at the neutrally stable point is /,/h = 0.65. The
difference in the cavity length is not very large if we consider that
the experimental result is not for a neutrally stable condition and
that cavities on the blades are shorter than tip cavities. Thus, we
can obtain closer agreement if we compare the onset region in
terms of steady cavity length /, rather than o/2a.

Figure 8 shows a comparison of theoretical and experimental
results for Mode II. Mode II corresponds to the backward rotating
cavitation which has been rarely found, there being only one
report, that of Hashimoto et al. (1997). The value of propagation
velocity ratio k% in the present study is not very different from the
experimental value. However, further study is needed to explain
why the backward mode is rarely found in experiments.

Conclusions

" A new method was proposed for the stability analysis of cavi-
tating flow. This method was applied for the analysis of rotating
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cavitation in a cascade with finite pitch and finite chordlength. The
following results were obtained.

(1) Rotating cavitation basically depends on the ratio of cavita-
tion number to twice the incidence angle, o/2¢, or equivalently on the
steady cavity length /,, not on the individual values of o and a.

(2) Various kinds of instabilities were predicted, including
forward and backward rotating cavitations and their higher order
modes.

(3) The propagation velocity ratio of the forward mode agrees
qualitatively with experimental results. The ranges of onset in
o/2a predicted by the present study were found to be much larger
than those in experiments. However, better agreement with exper-
iments was obtained when we compared the onset range in terms
of steady cavity length.

(4) The propagation velocity ratio of the backward mode
agrees reasonably with an experimental result. The range of onset
is nearly identical to that of the forward mode. The present model
fails to explain why the backward mode is rarely found in exper-
iments.
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Fig. 7 Onset regions of various cavitation Instabilities, from Tsujimoto
et al. (1997)
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(5) Higher order modes with a wavy cavity surface shape
propagate much faster than the fundamental mode of forward and
backward rotating cavitations. These modes have not as yet been
identified experimentally.

(6) The proposed method will be useful for the analyses of
other cavitation instabilities.
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Rapid Change in Operating
Conditions—Part 1: Transient
Phenomena at Opening/Closure
of Discharge Valve

A series of studies on the dynamic characteristics of noncavitating centrifugal pumps were
extended to the cavitating case. An experimental study was carried out on the transient
behavior of a cavitating centrifugal pump at the sudden opening/closure of the discharge

valve. Cavitation behavior in the centrifugal pump was visualized during the transient
period by using high speed video camera, and instantaneous pressure and flowrate were
measured at the pump suction and discharge section with rotational speed during the
transient period. Unsteady pressure, as well as flowrate, was related to the time-
dependent cavitation behavior. As a result of the present study, pressure and flowrate
fuctuations were found to occur due to oscillating cavitation or water column separation
at rapid transient operations.

Introduction

The transient phenomena under transient operation of pumps
usually have been calculated under the assumption that the char-
acteristics of a pump during unsteady operation closely follow its
steady-state characteristic curves (Knapp, 1937). However this
assumption, called hereafter quasi-steady change, would be inad-
equate in the case of rapid transient operation, since the pump
cannot respond quickly enough to traverse its steady-state charac-
teristic curves when the change in operating condition exceeds a
certain limit. Therefore there has been a need for understanding the
dynamics of the pump characteristics in unsteady operations.

Pressure response during pump rapid starting or stopping was
studied by Tsukamoto and Ohashi (1982), Saito (1983), Tsuka-
moto et al. (1986), Barrand et al. (1993, 1996), Nguyen Duc et al.
(1993), and Lefebvre and Barker (1995); while the pump transient
characteristics during rapid opening/closure of the discharge valve
were studied by Kaneko and Ohashi (1982) and Tsukamoto and
Tanaka (1994). However, most of the work done in the past is
limited to the case of cavitation-free flow. Therefore we don’t
know whether the data on the noncavitation case can be extended
to the transient characteristics of cavitating pump or not.

A series of studies on the dynamic characteristics of cavitating
centrifugal pump under a variety of unsteady operations has been
performed as extension of similar investigation by the present
authors (1982, 1986, 1995) for the cavitating case. In order to
make clear the transient phenomena, the tests are conducted for a
very rapid change rate of flowrate as well as for a rotational speed,
which rarely occurs in practice. Such extreme test conditions result
in marked phenomena and help in understanding the mechanism of
the transient phenomena. In the present paper, transient behavior
will be shown for the rapid change in flowrate under constant
rotational speed. In the successive papers, the transient behavior at
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rapid starting/stopping of a pump will be presented, and then the
transient phenomena at transient operations will be summarized.

Test Equipment and Method

A single-stage, volute type centrifugal pump is used for the
experiments with principal specifications as summarized in Table
1. The pump is equipped with transparent impeller front shroud,
front casing and suction pipe for flow visualization. The arrange-
ment of the test setup and instrumentation system is schematically
illustrated in Fig. 1(a).

The test pump is driven by a 4-pole 7.5 kW induction motor
which has enough power to keep a constant rotational speed of the
pump during rapid change in flowrate. The variable speed opera-
tion of the motor is achieved by an inverter. To achieve the desired
change rate of flowrate for the tests in the sudden closure or
opening of the discharge valve, a pneumatic ball valve is adopted
(Tsukamoto and Tanaka, 1994). The change rate of flowrate can be
adjusted to some extent by controlling the pressure of compressed
air. The output of the limit switch which makes the actuation or
deactuation of the ball valve shaft is recorded to find out the exact
moment when the ball valve begins to rotate or stop the operation.

The suction line is connected to a large reservoir with a water
level of 1 m above the pump center through a short inlet pipe. The
suction pressure can be adjusted by a vacuum pump connected to
the reservoir. The discharge line is connected to a large accumu-
lator and thus the fluctuations in flowrate and pressure are limited
to the region between the two reservoirs. Before starting each test,
the pump and piping loop are completely filled with water. The
discharge valve is adjusted so that the initial/final flowrate coin-
cides with the desired one. Both the discharge valve setting and
suction head are kept unchanged during each test.

The rotational speed of the pump is detected by the pulse signals
(60 pulses per revolution), which are fed to a frequency-analog
converter for the recording. The suction and discharge pressure are
measured by semi-conductor type pressure transducers, which are
installed directly on the pressure taps in order to prevent the
decrease of natural frequency due to pressure transducers fluid
connecting lines. The flowrate is measured both at suction and
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Table 1 Specifications of test pump
Pump A Pump B
Suction diameter 65 mm 25 mm
Discharge diameter 50 mm 25 mm
Impeller :
acrylic front > b2=11mm  >je€&—b2=3 mm
shroud A
E g
q 3
H H
g L]

A e

Outer diameter 223 mm 84 mm
Outer passage width 11 mm 3 mm
Number of vanes 6 6

Number of volute 1 1

Design conditions:
Rotational speed 1780 pm 3600 rpm
Flow rate 0.56 m® /min 0.04 m®/min
Total head rise 170 m 75 m
Specific speed 156 (rpm, m*/min, m) 130 (rpm, m®/min, m)
Or/ Pvep 1.02 1.05

discharge stations by electromagnetic flowmeters installed in the
suction and discharge line. A variable frequency AC excitation has
been adopted to avoid severe drift problems encountered in the DC
excited flowmeter and to get better accuracy in instantaneous
flowrate. The turbine flowmeter installed on another discharge line
is used for the static and dynamic calibration of electromagnetic
flowmeters. Dissolved oxygen is measured before each test by
using the dissolved oxygen meter inserted in the pump suction.
And each test is carried out for the dissolved oxygen below 1 ppm.

The instantaneous rotational speed N, suction and discharge
flowrate, O, and Q,, suction and delivery pressure, p, and p,, are
transmitted to an A/D converter, and then recorded at the sample
rate of 5 kHz on the data file in the computer. From the data file,
instantaneous rotational speed N(¢), suction and discharge flow-
rate, Q,(#) and Q,(¢), suction and delivery pressure, p.(f) and
pJ(t) are read out as a function of time 7,

The dynamic behavior of the cavitation inside the test impeller

is visualized through transparent wall casing and suction pipe by
using high speed video camera. Figure 2 shows the schematics of
the flow visualization system. The high speed video camera is
synchronized with stroboscope (flashing time: 5 us) by using
signal generated by the photo-coupler.

In order to derive the nondimensional parameters which regulate
the transient characteristics, we consider the unsteady phenomena in
pumping system with geometrically similar pump and piping. Once
we fix the following eight parameters, i.e., the representative length of
the pump d,, equivalent total length of the piping /., fluid density and
viscosity: p and u, rotational speed N, valve opening/closure time T,
pipe resistance coefficient {, total pressure at pump suction P,, a
unique experimental condition can be established, under which a
specific transient phenomenon takes place. According to the theory of
dimensional analysis, the above eight physical quantities can be
reduced to five independent nondimensional parameters, i.e., Reyn-
olds number Ndj/(u/p), normalized piping length L. /d,, pipe resis-
tance coefficient £  ¢ys/d,, cavitation number ¢ = 2gH,/u: and a
newly introduced parameter, i.e., the reduced time for transient oper-
ation NT,. Here ¢y; or ¢y, is the final/initial flow coefficient under
noncavitation conditions, and ¢, is the rated flow coefficient (=0.058)
i.e., at design point.

The latter four parameters can be controlled in the experiment by
adjusting the pipe length, the discharge valve opening, the suction
pressure, and the time for transient operation, i.e., opening or closure
of discharge ball valve. The influence of Reynolds number on tran-
sient characteristics is omitted from the present study.

In order to study the effect of the pipe length of the pump system
on the transient phenomena, the other experiment is carried out by
using the test rig shown in Fig. 1(b). In the piping system B with
the test pump B, specifications of which are shown in Table 1, the
suction and discharge pipe diameter is smaller than that in the
piping system A. The pipe length in the piping system B has been
changed as shown in Table 2. With this piping system, however,
flowrate was not measured, and only the suction and delivery
pressure, and valve opening/closure time are recorded.

Test Results and Discussion

Many experiments were made for a variety of combinations of
the above experimental parameters. Due to the limited space, only
the data for the test conditions listed in Table 3 and 4 are shown in
Part 1 of the present paper. Further discussion will be presented in
Part 3 of this study.

Nomenclature

b, = impeller outer passage width
[m]
d, = impeller outer diameter [m)]

H = total head [m]
H,, = available NPSH = (P, — p )/
(pg) Im]
N = rotational speed [revolution/
sec)
NPSH, = required NPSH at 3% head
drop [m]
P, = total pressure at pump suction
[Pa]

p = static pressure [Pa]
p., = vapor pressure of liquid [Pa]

Re = Reynolds number = Nd2/(u/
)
Q = flowrate [m*/s]
T = average time period of dis-

charge pressure fluctuations [s]

842 / Vol. 121, DECEMBER 1999

T, = time of valve opening or clo-
sure [s]
t = time [s]}
u, = impeller outer peripheral ve-
locity = wd,N [m/s]
v = rate of change in cavitation

volume = Q, — Q, [m’/s]
¢ = flow coefficient = Q,/
(7dybaus)

$ns, Pno = parameter for discharge valve
opening (¢ at noncavitating
steady conditions)
= Qwnio/ (md1byuy)
u = liquid viscosity [Pa - s]
p = liquid density [kg/m’]
o= cz;vitation number = 2gH,,/
U
o = cavitation number at
NPSH, = 2gNPSH./u;

¢ = total head coefficient = 2gH/u;
Subscripts

0 = initial value
bep = best efficiency point
cr = critical
d = pump discharge
f = final value
NO = initial value at noncavitation con-

i

It

ditions
Nf = final value at noncavitation condi-
tions
r = rated

pump suction
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Fig. 1 Schematic view of the test setup and instrumentation system

Transient Phenomena at Opening of Discharge Valve

Relationship Between Cavitation Behavior and Transient
Phenomena. Figure 3 presents the time histories of the measured
suction and discharge flowrate, O, and (,, suction and delivery
pressure, p, and p, for the highest attainable change rate of the
valve opening at low suction pressure with o, = 0.05 (Case
VO-6). In the dynamic operation of the pump, the flowrate differ-
ence between suction and discharge is caused by the growth or
shrinkage of the total volume of the vapor within the pump, while
the flowrate difference is zero in steady-state operation. The mass
conservation equation for the volume reduces to the following
equation for the changing rate of the cavitation volume (Sack and
Nottage, 1965; Greitzer, 1981):

1=Qu— O, M

The time histories of v are also shown in Fig. 3.
Figure 4 shows the photographs of the cavitation behavior in the
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pump at the instant corresponding to the stage from (a) to () in
Fig. 3. At the initial stages from (a) to (b), p, and p, tend to
decrease rapidly with increasing Q,, but there is no cavitation in
the pump. After passing through the stage () cavitation appears
near the leading edge of impeller vanes and it continues to grow in
volume through (c) to (d) when p, continues to decrease with

I)wllargcﬁ

Disk with 60 holes

Lod i _~Torque meter  contro] unit for
\'}T’ Photo coupler high speed
= video camera

A Trigger signal

\S "
s “0\\w\\"“ High speed
o™ L video cdmem.
Monitor
Stroboscope

Sync. signal

Fig. 2(a) Flow visualization system
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[:L'—Ai

¥ Suction pipe

10 mm

= Volute

Fig. 2(b) Picture in monitor screen

Fig. 2 Schematic view of the flow visualization system
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Table 2 Pipe length of piping system B

Suction pipe length Discharge pipe length

Case 1 ( Original ) 50.8Dq 145.6D4
Case 2 ( Longer suction pipe ) 90.8Dd 145.6Dd
Case 3 ( Longer discharge pipe ) 50.8Da 177.6D4

Dad : Discharge pipe inner diameter

Table 3 Test condition for opening of discharge valve (pump system A:
loddz = 15.7, { = 235.3, Reynolds number Nd3/(u/p) = 1.46 x 10°)

Case No. Of or Nlpsl sl NIy Ons/r
Vo -1 0.05 0135 297 0054 1.6 1.0
Vo -2 0.05 0135 297 0256 7.6 1.0
Vo-3 0.05 0135 297 096 290 1.0
Vo -4 0.12 0135 297 0054 1.6 1.0
Vo-S 025 0135 297 0054 1.6 1.0
VO -6 0.05 0158 297 0054 1.6 1.25
vo-7 0.05 0113 297 0054 L6 0.75

Table 4 Test condition for closure of discharge valve (pump system A:
ls/dy = 15.7, ¢ = 235.3, Reynolds number Nd3/(p/p) = 1.46 x 10%)

Case No. OCo or Nipsl Tvis] NIV Oro/Pr
vC-1 005 0135 297 0054 1.6 1.0
ve-2 005 0135 297 023 78 1.0
vc-3 005 0135 297 1114 331 1.0
vC -4 012 0135 297 0054 16 1.0
vC-5 042 0135 297 0054 16 1.0
VC-6 0.05 0158 297 0054 1.6 125
vC-7 005 0113 297 0054 1.6 0.75

increasing Q.. At stage (d), where the cavitation spreads in the
volute passage, 0, begins to decrease. At stage (¢), when the pump
is cavitating and the p, and p, approach the vapor pressure p,
(=2.33 kPa), Q, decreases whereas (0, continues to increase. Then
P tends to increase from (e) to (f) when the cavitation decreases
in volume. At the next stage from (f) to (g) where the cavitation
tends to grow in volume, @, and p, show fluctuation first increas-
ing and then decreasing. The fluctuations of Q, and p, are repeated
at the stage from (g) to (k) similar to the stage from (e) to (f), but
the amplitudes decay.

These fluctuations of both the delivery pressure and the dis-

t=T Time ¢ [s]
—_ ov * 05 1.0 15 2.0
o2 Q '
E ~
o"‘ ""’;{(h)‘ ANenrrershniin
T!:: ...... ~“————— Discharge flow rate__
o Sucfion flow rate
v
Q JSVRITR S
ﬁE 0 f\ 2N
- ./
o> O N SRRSO S S
0.008 Cav, yol, change rate
= PMTa ® © !
g Deivry pressurs™
" o043 ) sreemeenssee Suction pressure
o € P o4 3 p, P
: &(Ld) (f)d\ et 0sss oy P P -
. h ‘
01 10 20 30 40
t/T

Fig. 3 Time histories of Q,, Qs, V, py, and p, at sudden opening of the
discharge valve (VO-6); experimental uncertainty in Q, and Q, = +5.5%,
and in py and p; = £3.5%
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Fig. 4 Dynamic behavior of cavitation at sudden opening of the dis-
charge valve
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charge flowrate are the peculiar aspects of the pump cavitation
behavior with fast opening of the discharge valve.

Effect of Valve Opening Time. Figure 5 presents the effect of
nondimensional valve opening time NT, on the transient phenom-
ena. The time histories of Q,, Q,, ¥, p, and p, for Cases VO-1
(NT, = 1.6), VO-2 (NT, = 7.6) and VO-3 (NT, = 29.0) are
shown in Fig. 5, for constant o, = 0.05 (lowest value) and
d)Nf/(br = 1.0.

The discharge flowrate Q, in VO-3 increases with time and
approaches the final flowrate, whereas Q, in VO-1 and VO-2
shows oscillations before reaching its final value. As shown by the
flow visualization tests, these oscillations of Q, are related with the
time evolution of cavitation volume inside the impeller. It is
worthy noticing that p,, @, and v in Case VO-1 show the most
remarkable unsteady variations among these three cases, while
Case VO-3 shows a more smooth transient because of a small
cavitation volume change rate v at slow opening of the discharge
valve. The fluctuations of Q, and p, increase with decreasing NT',,
as can be seen in Fig. 5.

Effect of Cavitation Number. The effect of cavitation num-
ber o, on the transient behavior is shown in Fig. 6. This figure
presents the time histories of Q,, Q,, 7, p, and p, for Cases VO-1
(o; = 0.05), VO-4 (o, = 0.12) and VO-5 (o, = 0.25) for
constant N7, = 1.6 (smallest value) and ¢/, = 1.0.

As can be seen in this figure, the delivery pressure and the
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Fig. 5 Effect of NT, on time histories of Qg, Q,, Vv, ps and p, at sudden
opening of the discharge valve; experimental uncertainty in Q,and Q, =
+5.5%, and in py and p, = +3.5%

discharge flowrate present the most violent fluctuations in Case
VO-1, which correspond to the biggest variation in cavitation
volume among these three cases, as shown by the flow visualiza-
tions. Thus, a lower o, results in bigger pressure and flowrate
fluctuations at pump discharge. The pressure fluctuations of p, and
p, in Case VO-5 seem to be caused by water hammer, because the
time interval of p, fluctuations agrees with that of p, fluctuations,
and p, does not decrease below the vapor pressure.

Effect of Discharge Valve Opening. Figure 7 shows the
effect of discharge valve opening ¢y/¢, on the transient behavior.
The time histories of Q4 @, ¥, p, and p, for Cases VO-6
(dndd, = 1.25), VO-1 (dnddp, = 1.0) and VO-7 (P, =
0.75) for constant NT, = 1.6 (smallest value) and o, = 0.05
(lowest value) are shown in Fig. 7. The parameters p,, Q, and ©
clearly show oscillations for all three cases. Moreover, the fluctu-
ations of p,, Q,, and ¥ increase with increasing ¢y/¢,.

All of the above results indicate that large fluctuations of p,, Q.
and ¢ occur with smaller NT,, lower o, and larger ¢y/¢p, for
discharge valve opening operation.

Criteria for Fluctuations of Discharge Pressure and Flow
Rate. The fluctuations of delivery pressure and discharge flow-
rate are caused by oscillating cavitation volume in the pump, as
described above. The time interval of transient fluctuations can be
examined by introducing the unsteady parameter K = NT /¢y for
many ¢, values including ones in Table 3, as shown in Fig. 8.

Figure 8 presents the relationship between the time interval of
pressure oscillations 7" and cavitation number o, with the effect of K
at the opening of the discharge valve. Here the time interval 7 is the
average value of the first three periods of pressure fluctuations. As is

Journal of Fluids Engineering

evident in Fig. 8, the average period T increases with decreasing
cavitation number o, and there is little effect of K. It can be observed
that T changes abruptly near o; = 0.2, below which oscillating
cavitation occurs. Also, water hammer appears at a higher cavitation
numbers than a oy corresponding to a transition region. These results
of the pressure fluctuation average period indicate that the transient
phenomena change suddenly from a water hammer situation to an
oscillating cavitation regime with decreasing cavitation number o
with the opening of the discharge valve.

Further, the occurrence of transient fluctuation can be examined
by using the unsteady parameter K for many o, values including
ones in Table 3, as shown in Fig. 9: smaller K and lower a; result
in the fluctnations of delivery pressure and discharge flowrate due
to oscillating cavitation at sudden increase in flowrate with the
opening of the discharge valve.

Transient Phenomena at Closure of Discharge Valve

Relationship Between Cavitation Behavior and Transient
Phenomena. Figure 10 presents the time histories of the mea-
sured suction and delivery pressure, p, and p,, and suction and
discharge flowrate, Q, and Q,, for the highest attainable change
rate of valve closure at low suction pressure with o, = 0.05 (Case
VC-6). The cavitation volume changing rate, v = Q, — Q,, is also
shown in the same figure. From the comparison of Fig. 10 with
Fig. 3, the wave form of both the suction and delivery pressure
fluctuations at the valve closure is found to be qualitatively dif-
ferent from that at the valve opening. Impulsive pressures appear
at the pump suction and discharge for sudden valve closure,
whereas the pressure shows sinusoidal oscillations at the pump
discharge for sudden valve opening.

t/T
20"

30 40

Suction flow rate

Cav. vol. change rate

TLUN L pv AL AN

APPPSRPSDPRPS

livery pressure

Suction pressure

20

1.0
Time t [s]

Fig. 6 Effect of o, on time histories of Qg Q;, v, py and p; at sudden
opening of the discharge valve; experimental uncertainty in Q,and Q, =
+5.5%, and in py and pg = =3.5%
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Fig. 7 Effect of ¢nid, on time histories of Q,, Q,, V, pyand p; at sudden
opening of the discharge valve; experimental uncertainty in Q;and Q, =
+5.5%, and in pyand p;, = +3.5%

Figure 11 shows the photographs of cavitation pattern in the
pump at the instant corresponding to the stages from (a) to (f) in
Fig. 10. The cavitation in the pump decreases with time at the
beginning of the transient from stage (a) to (¢). The pump was still
cavitating and the water was flowing into the pump through the
suction pipe after the instant (b), when the discharge valve was
closed. At stage (c), when the suction flowrate @, reaches zero and
thus ¥ equals zero, the suction and delivery pressure, p, and p,,

Cavitation No cavitation
at steady state at steady state
< >
0.4 T T i ! |
[AYV N\ N | Valve __
A i : (" opening K
0.3 \ A 231
— f\ NN A 398
— 0.2 |--Oscillating . " A 468
j cavna.tlovn H
I R 4 \ L
Transltlop .\
0.1 focndenntnd
\?Vatjer ihafmmer ~ —
ol il -4
0.05 0.1 0.5

Cavitation number Oy

Fig. 8 Time interval of oscillation at rapid opening of the discharge
valve; experimental uncertainty in oy = £5.5%, in T = +7.5%, and in K =
+5.5%
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Fig. 9 Transient phenomena at rapid opening of the discharge valve;
experimental uncertainty in oy = £5.5%, and in K = +5.5%

show impulses due to the collapse of the cavitation bubbles. At
stage (d), after the collapse of the cavitation bubbles, a water
column separation occurred in the suction pipe as indicated by
negative Q, value. The column separation continues to grow in
volume to the instant (¢) when the negative suction flow again
reaches zero. The p, and p, show impulses at stage (f) when the
water column separation in the suction line restarts.

Effect of Valve Closure Time. Figure 12 presents the effect
of nondimensional valve closure time NT, on the transient phe-
nomena. The time histories of Q,, Q,, ¥, p4, and p, are shown for
Cases VC-1 (NT, = 1.6), VC-2(NT, = 7.8) and VC-3 (NT, =
33.1) in Fig. 12 for constant o, = 0.05 (lowest value) and
d)NO/ d)r = 1.0.

Discharge flow rate
Suction flow rate”™

I Delivery pressure =
- __Suction pressure

5T

10
t/T,

Fig. 10 Time histories of Q4, Q,, V, ps and p; at sudden closure of the
discharge valve (VC-6); experimental uncertainty in Q; and Q, = +5.5%,
and in py and p; = £3.5%
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Fig. 12 Effect of NT, on time histories of Qg, Qs, V, py and p, at sudden
closure of the discharge valve; experimental uncertainty in Q,and Q, =
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Fig. 13 Effect of ¢y on time histories of Qq, Qs, v, py and p; at sudden
closure of the discharge valve; experimental uncertainty in Qg and Qg =
+5.5%, and in py and p; = £3.5%

The negative suction flowrate Q, and the fluctuations of Q,, p,,
P, and v become larger with decreasing NT,, whereas Q, reaches
zero when the discharge ball valve is shut at ¢/7, = 1.0. In Cases
VC-1 and VC-2, the impulsive pressures due to the rejoining of the
separated water column in the suction line appear in p, and p,,
while p, in VC-3 increases uniformly with decreasing Q,. High
impulsive pressures are attributed to large scale water column
separation in the suction piping with decreasing NT,,.

Effect of Cavitation Number. The effect of cavitation num-
ber o, on the transient behavior is shown in Fig. 13. This figure
presents the time histories of Q,, Q,, ¥, p, and p, for Cases VC-1
(g9 = 0.05), VC-4 (0, = 0.12) and VC-5 (o, = 0.42), for constant
NT, = 1.6 (smallest value) and ¢y/d, = 1.0.

Impulsive pressures are observed in p, and p, for Case VC-1
due to water column separation. In Cases VC-4 and VC-5, the
fluctuations of both p, and p, have similar wave form and the same
time interval. Compared with the ones in Case VC-1, however, the
pressure fluctuations have shorter time intervals of oscillation and
smaller amplitude, and there is no negative suction flowrate in
Cases VC-4 and VC-5. The pressure oscillations in Case VC-5 are
caused by water hammer without water column separation, be-
cause the suction pressure p, is greater than the vapor pressure p,
(=2.33 kPa) during the transient period. Case VC-4 is the criterion
for the occurrence of water column separation, in which p, reaches
vapor pressure. Decreasing o, leads to larger impulsive pressure
and negative suction flowrate due to water column separation as
can be seen in Fig. 13.

Effect of Discharge Valve Opening. The effect of discharge
valve opening ¢/, on the transient behavior is shown in Fig, 14,
which presents the time histories of Q,, Q,, ?, p., and p, for Cases
VC-6 (pnold, = 1.25), VC-1 (Pno/b, = 1.0) and VC-7 (Ppno/ P, =
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Fig. 14 Effect of ¢/, on time histories of Q4 Qs V, pys and p, at
sudden closure of the discharge valve; experimental uncertainty in Qg
and Q; = £5.5%, and in py and p; = +3.5%

0.75) at constant NT, = 1.6 (smallest value) and o, = 0.05 (lowest
value). The negative suction flowrate (Q, < 0) appears with the
occurrence of water column separation in all cases. The amplitude of
the impulsive pressures, both p, and p,, which are caused by the
rejoining of the separated water column increases with increasing
¢dno/d,. This might be due to a larger velocity difference between
pump suction (@, > 0) and pump discharge (Q, = 0) at larger ¢/,
because a larger velocity difference results in larger impulsive pres-
sure at the rejoining of the separated water column.

As mentioned above, larger scale water column separation and
higher impulsive pressure occur with decreasing N7, and o, and
increasing ¢no/¢, at valve closure operation.

Criteria for Fluctuations of Suction and Discharge Pressure.
The suction and discharge pressure fluctuations are caused by the
rejoining of separated water column in the suction line as de-
scribed above. The time interval of transient fluctuations can be
examined by introducing the unsteady parameter K = NT /¢y, for
many data including ones in Table 4, as shown in Fig. 15.

Figure 15 presents the relationship between the time interval of
the delivery pressure oscillations 7 and the cavitation number o,
with the effect of K at closure of the discharge valve. The time
interval T increases abruptly below a certain cavitation number o,
with decreasing o, whereas T is constant at higher cavitation
numbers, as clearly evident in Fig. 15. The critical cavitation
number o, increases with the decreasing K. Moreover, T becomes
larger at oy < o, While K gets smaller for the same ¢, One
might consider that this is due to decreasing wave propagation
velocity caused by the occurrence of large scale water column
separation when oy is low and K is small.

Also, the occurrence of fluctuations can be observed by using the
unsteady parameter K for many o, values including ones in Table 4,
as shown in Fig. 16. As can be seen, smaller K and lower o, result in
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Fig. 15 Time interval of oscillation at rapid closure of the discharge
valve; experimental uncertainty in oy = £5.5% in T = +7.5%, and in K =
+5.5%

the pressure pulsations due to water column separation at sudden
decrease in flowrate with the closure of the discharge valve.

Effect of Pipe Length

Figure 17 shows the effect of suction and discharge pipe length on
the time interval of the delivery pressure oscillations for the piping
system B, schematics of which are presented in Fig. 1(b). Figures
17(a) and (b) correspond to the valve opening and closure case,
respectively. The time interval of pressure oscillations T increases
with decreasing cavitation number oy, in both cases as in Figs. 8 and
15. In the rapid valve opening case shown in Fig. 17(a), the T is
independent of pipe length in the range from o, = 0.09 to 0.2. This is
because the pressure oscillations are attributed to the cavitation be-
havior within the pump during the transient period. On the other hand,
in the rapid valve closure case shown in Fig. 17(b), the suction pipe
length (Case 2) has a dominant effect on T in the range from o, =
0.09 to 0.3 while the discharge pipe length (Case 3) has not such a

Valve
closure
® Column
separation
@  Water hammer

O  No fluctuation

Cavitation No cavitation
< at steady state at steady sh;te
300
s% .. © o o
® -, ® & o
\> 100 - '-_.‘. I
= - @ o 8
ﬁ [ o o OOV 4 @
L ® e A, Oe
M [ "
| K.Gp
i ® e oo
10 =—— - - :
0.05 0.1 0.5

Cavitation number (o)

Fig. 16 Transient phenomena at rapid closure of the discharge valve;
experimental uncertainty in oy = +5.5%, and in K = +5.5%
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Fig. 17(a) Opening of discharge valve
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Fig. 17(b) Closure of discharge valve

Fig. 17 _Effect of pipe length; experimental uncertainty in o = +5.5%,
andin T = +£7.5%

remarkable influence on T. This is likely due to water hammer,
because 7 depends on the pipe length from the suction tank to the ball
valve. The time period T is independent from o, at higher cavitation
number over o, = 0.2 whichever is the pipe length. This is because
the wave propagation velocity does not depend on o, at the higher
cavitation number. Wave propagation velocity decreases with de-
creasing o, because of the occurrence of water column separation,
and thus T increases with decreasing o.

Journal of Fluids Engineering

As indicated above, the transient phenomena with sudden valve
opening are quite different from those with sudden valve closure.

Conclusions

An experimental study was carried out on the transient behavior
of a cavitating centrifugal pump during the sudden opening/closure
of the discharge valve. The dynamic phenomena were related to
the cavitation in the pump or column separation in the suction
piping, leading to the following conclusions:

(1) A rapid opening/closure of the discharge valve results in
pressure and flowrate fluctuations, and the occurrence of the os-
cillations depends on NT,, 0, and ¢yee/d,.

(2) Transient pressure fluctuations at valve closure are caused
by water column separation, whereas the pressure fluctuations at
sudden valve opening are attributed to oscillating cavitation.

(3) Smaller NT,, lower o, and larger ¢y;o/¢, lead to greater
transient oscillations of pressure and flowrate at rapid transient
operation.

(4) Time interval of oscillations at rapid valve closure is
dependent on cavitation number and suction pipe length as well.
On the other hand, the time interval of pressure oscillations at rapid
valve opening depends on cavitation number but is independent
from pipe length.
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Transient Behavior of a
Cavitating Centrifugal Pump at
Rapid Change in Operating
Conditions—Part 2: Transient
Phenomena at Pump Startup/
Shutdown

In the 1st report, the dynamic behavior of a cavitating centrifugal pump was related to the
transient phenomena at the sudden opening/closure of the discharge valve. In this paper,
the experimental study was extended to the transient behavior of the cavitating centrifugal
pump at rapid starting/stopping of the pump. Unsteady pressures and flowrate were
related to time-dependent cavitation behavior in a similar manner as for the rapid
operation of the discharge valve. As a result of the present study, pressure fluctuations
were found to occur due to water column separation at the sudden stop of the pump
similarly to pressure oscillations associated with the sudden closure of the discharge
valve. Moreover, the experimental results on the transient behavior at pump startup
indicated that the transient fluctuations of delivery pressure and discharge flowrate are
caused by oscillating cavitation similarly to the ones occurring at the opening of the
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discharge valve.

Introduction

Following Part 1(Tanaka, and Tsukamoto, 1999), in which the
transient phenomena at the sudden opening/closure of the dis-
charge valve were related to the cavitation behavior in a centrif-
ugal pump, the transient behavior of a cavitating pump system is
shown for the case when the pump starts or stops rapidly. In order
to make clear the transient phenomena, the tests are conducted for
a very rapid change rate of rotational speed which rarely occurs in
practice. Such extreme test conditions produce more pronounced
phenomena and help for understanding the mechanism of the
transient behavior of a cavitating pump under rapid start/stop. In
the present study, a rapid operation of the pump is intended as an
operation during which pressure and flowrate fluctuations occur
during the transient period. Quantitative criteria for the occurrence
of pressure and flowrate fluctuations were presented in Part 1 (see
Fig. 9 and Fig. 16) and will be further discussed in Part 2.
However, a clear criterion for the limit between quasi-steady
operation and rapid operation (pump fluid transient) has not yet
been established. It will require a further work.

Nomenclature
Refer to Part 1
New Parameters:

Tn a
Tml

nominal acceleration time of pump [s]
nominal deceleration time of pump [s]

Test Equipment and Method

Tests were made by using the same instrumentation and visu-
alization system described in Part 1.

Contributed by the Fluids Engineering Division for publication in the JOURNAL OF
FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division March
12, 1998; revised manuscript received June 22, 1999, Associate Technical Editor:
B. Schiavello.
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The rapid startup and shutdown of the test pump were real-
ized by the activation of an electromagnetic clutch and brake,
which connects or disconnects the pump and motor shafts
depending on the exciting current in the magnetic coil (Tsuka-
moto and Ohashi, 1982; Tsukamoto et al., 1986). The rotational
speed, N, was calculated based on pulses (60 pulses per a
revolution) as indicated in Part 1. And the sampling frequency
is 5 kHz which is high enough to capture the pulse signals. The
motor has enough power for a rapid acceleration and pump shaft
is rigid enough. The acceleration (or deceleration) rate of rota-
tional speed dN,/dt is not constant for the entire starting (or
stopping) period. It is, therefore, difficult to express this com-
plicated acceleration (or deceleration) history by a simple pa-
rameter. In this paper, the rate of acceleration or deceleration of
the rotational speed is defined as the time (nominal acceleration
or deceleration time, 7', or T,,) required for reaching 63.2% of
the final rotational speed N, (Tsukamoto and Ohashi, 1982), and
36.8% of the initial rotational speed N, (Tsukamoto et al.,
1986), respectively.

Using the same considerations about the nondimensional
parameters which regulate the transient characteristics de-
scribed in Part 1, the following five independent nondimen-
sional parameters are introduced; i.e., Reynolds number N ,‘Odi/
(u/p), equivalent normalized piping length [, /d,, pipe
resistance coefficient { o« ¢y, 0/P,, cavitation number o =
2gH,/u3 and a newly introduced parameter, i.e., the reduced
time for transient operation N7, ... Here ¢y or ¢y is the
final/initial flow coefficient under noncavitation condition, and
¢, is the rated flow coefficient (=0.058).

The latter three parameters can be controlled in the experi-
ment by adjusting the discharge valve opening, the suction
pressure, and the time for transient operation, i.e., acceleration
or deceleration of the pump rotational speed. The influence of
Reynolds number on the transient characteristics is omitted
from the present study.
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Table 1 Test condition for pump startup (pump system A: loJdy = 15.7,
{ = 235.3, Reynolds number Nd3(u/p) = 1.46 x 10°)

Case No. Or or Nlwsl Twalsl NeTna  Qug/Pr
PA-1 0.07 0158 297 0.094 2.8 1.25
PA -2 0.07 0158 297 0.158 4.7 1.25
PA-3 0.07 0.58 297 0387 1.5 125
PA-4 0.12 0158 297 0.094 2.8 1.25
PA-S 025 0158 297 0.094 2.8 1.25
PA-6 0.07 0135 297 0.09 2.8 1.0
PA-7 0.07 0113 297 0.09% 2.8 0.75

Table 2 Test condition for pump shutdown (pump system A: I./d, =
15.7, { = 235.3, Reynolds number Nd3/(j/p) = 1.46 x 10°)

Case No. Go  or  Nolps] Tudls] NeTna  @no/@r
PD-1 0.05 0158 297 0.141 4.2 1.25
PD-2 0.05 0.158 297 0282 8.4 1.25
PD-3 005 0158 297 059 17.8 1.25
PD-4 0.12 0.158 297 0.141 42 1.25
PD-5 042 0158 297 0.141 42 1.25
PD-6 0.05 0135 297 0.141 4.2 1.0
PD-7 0.05 0113 297 O0.141 42 0.75

Test Results and Discussion

Among many experiments made for a variety of combinations
of the above experimental parameters, only the data for the test
conditions listed in Tables 1 and 2 are shown in Part 2 of this
study. Further discussion will be presented in Part 3 of this study.

Transient Phenomena at Pump Start-Up

Relationship Between Cavitation Behavior and Transient

Phenomena. Figure 1 presents the time histories of the measured
t=T Time 1t [s]
oy ™ 0.5 1.0 1.5 2.0
2000~ :
E [ N ......
B 1000 ]
Z
Rotational speed
@ z
E I : o i
~ u Discharge flow rate
- () s AR Ve ]
o o 19T @) : Sucuinn Tlow rat¢

v [m%s]

Cav. vol. change rate

———— Delivery pressure
ion pressure

p, . p, [kPa]

Fig. 1 Time histories of N, Q4 Q, V ps and p, at rapid startup of the
pump (PA-1); experimental uncertainty in N = +3.5%, in Qs and Q; =
+5.5%, and in p; and p; = £3.5%
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rotational speed N, suction and delivery pressure, p, and p,,
suction and discharge flowrate, Q, and Q, for the highest attain-
able acceleration of the pump rotational speed at low suction
pressure with o, = 0.07 (Case PA-1). The cavitation volume
change rate, v = Q, — Q,, is also shown in Fig. 1. Figure 2 shows
the photographs of the cavitating behavior in the pump at the
instant corresponding to the stage from (a) to (h) in Fig. 1.

At the initial stages from () to (b), Q,, Q, and p, tend to increase
with increasing &, but there is no cavitation in the pump. After passing
through stage (c), cavitation bubbles appear near the leading edge of
the impeller vanes and continue to grow in volume from (c) to (d)
when N is still increasing, while Q, and Q, continue to increase and
pa begins to decrease. At stage (d), when N has already reached the
full steady value and ¢ shows the maximum value, the cavitation
expands to the volute passage. The cavitation within the pump in-
creases, and the volute passage is filled with the cavitation bubbles at
the instant (¢). At that time, both p, and p, approach the vapor
pressure p, (=2.33 kPa). These phenomena are similar to the ones
observed in the case of the discharge valve opening shown in Part 1.
Then Q, and also p, tend to increase from (e) to (g) when the
cavitation decreases in volume. During the next interval from stage
(8) to (h), the cavitation tends to grow again in volume and reaches the
final pattern, while Q, shows a final fluctuation first increasing and
then decreasing to the steady state value. In the same time interval p,
decreases and reaches final value with reduced fluctuations. No cav-
itation was observed in the suction pipe during the entire transient
period (Fig. 2).

Sucuon pipe

Cavitation

=0.5

/T,
s Cavitation

@t/T, () t/T, =67

=22

Fig. 2 Dynamic behavior of cavitation at rapid startup of pump
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Fig.3 Effect of N;T,, on time histories of N, Q,, Q,, V, pyand p, at rapid
startup of the pump; experimental uncertainty in N = +3.5%, in Qgand Q,
= %5.5%, and in py and p, = +3.5%

The transient phenomena, ie., the fluctuations of the delivery
pressure and the discharge flowrate, are strictly related with the
cavitation behavior inside the pump, as it can be seen in these figures.
Moreover, the transient behavior is quite similar to the one observed
in the case of the rapid valve opening described in Part 1.

Effect of Acceleration Time. Figure 3 presents the effect of
nondimensional acceleration time N, T,, on the transient phenom-
ena. The time histories of N, Q,, Q,, ¥, p, and p, for Cases PA-1
(N,T,, = 2.8), PA-2 (N,T,, = 4.7) and PA-3 (N,T,, = 11.5)
are shown in Fig. 3, for constant o, = 0.07 (lowest value) and
byddb, = 1.25 (largest value).

The magnitudes of fluctuations in Q, and p, are found to
increase with decreasing N,T,,. This is because the cavitation in
the pump shows a bigger variation in the volume for smaller
N,T,,, ie., fastest acceleration rate of the rotational speed. This
tendency with N,T,, is similar to that with NT, at the rapid
opening of the discharge valve presented in Part 1.

Effect of Cavitation Number. The effect of cavitation num-
ber o on the transient behavior is shown in Fig. 4, which presents
the time histories of N, @, Q,, ¥, p, and p, for three different o,
cases: Cases PA-1 (o, = 0.07), PA-4 (0, = 0.12) and PA-5
(o; = 0.25), with constant N,7,, = 2.8 (smallest value) and
¢/, = 1.25 (largest value).

As can be seen in the Fig. 4, the lower o, results in greater
fluctuations of Q, and p, due to bigger change of cavitation

852 / Vol. 121, DECEMBER 1999

volume with time as indicated by the change in ©. The peaks of p,,
and p, near t/T,, = 3.5 (t = 0.33 [s]) in Case PA-5 seem to be
caused by water hammer, because the p, changes synchronously
with p,. This tendency with o, is analogous to the same one
occurring at the valve opening discussed in Part 1.

The ratio ¢y,/¢,, which is the same for PA-1, PA-4 and PA-S,
gives the quasi-steady operating point at noncavitating condition
(pump flow coefficient relative to design flow coefficient). At
given ¢/, corresponds a discharge valve opening, which is
maintained while the total suction pressure and so o is varied.
Even with the same ¢, the actual final flowrate differs depending
on o, The occurrence of large scale cavitation leads to the de-
crease in flowrate and so the final flowrate reaches a value depen-
dent from the total suction pressure.

Effect of Discharge Valve Opening. Figure 5 presents the
effect of discharge valve opening ¢/ ¢, on the transient behavior,
showing the time histories of N, Q,, Q,, 7, p, and p, for three
different valve openings: Cases PA-1 (¢y/db, = 1.25), PA-6
(¢wf b, = 1.0) and PA-7 (dy/¢, = 0.75), for constant N, T, =
2.8 (lowest value) and oy = 0.07 (smallest value).

Larger ¢/ ¢, leads to bigger variation of the cavitation volume
in the pump, and thus results in larger fluctuations of p, and Q,.
This tendency is similar to the one at the sudden opening of the
discharge valve shown in Part 1.

As described above, smaller N,T,,, lower a,, and larger ¢/,
result in larger fluctuations of p, and Q,. This transient behavior
shows quite similar tendencies observed for the case of the rapid

t=Tna t/ Tna
7 4

/

Suction flow rate

TR

Cav. vol. change rate

Delivery pressure

Suction pressure
. PA-S
PA4

Time t [s}

Fig. 4 Effect of o, on time histories of N, Qq4, Q,, v, ps and p; at rapid
startup of the pump; experimental uncertainty in N = +3.5%, in Qgand Q,
= £5.5%, and in py and p; = £3.5%
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Fig.5 Effect of ¢ur/b, on time histories of N, Qq, Q,, v, pyand p, at rapid
startup of the pump; experimental uncertainty in N = £3.5%, in Qsand Q,
= x5.5%, and in py and p; = £3.5%

valve opening, in the sense that the fluctuations of delivery pres-
sure and discharge flowrate are strictly related with the change of
the cavitation volume in the pump in both cases, i.e., fast pump
startup and rapid discharge valve opening under high degree of
cavitation due to low o.

Criteria for Fluctuations of Discharge Pressure and Flow
Rate. The fluctuations of the delivery pressure and the discharge
flowrate are caused by oscillating cavitation volume in the pump,
as described above. The transient fluctuations are further analyzed
by introducing the unsteady parameter K = N,T,,/ ¢, for many o,
values including ones in Table 1.

Figure 6 presents the relationship between the time interval of
the delivery pressure oscillations T and the cavitation number o,
with the effect of K at pump startup. Here the time interval 7 is the
average value of the first three periods of pressure fluctuations. It
is evident from Fig. 6 that there is little effect of K on 7. However,
T changes abruptly near ¢, = 0.2 in the same way seen with the
valve opening case. The cavitation volume in the pump oscillates
in the range of cavitation numbers lower than 0.2 (o, < 0.2).
These results indicate that the transient phenomena change sud-
denly from water hammer (o, above 0.2) to oscillating cavitation
with decreasing cavitation number o,, as presented in Fig. 4.
Further the occurrence of the transient phenomena can be exam-
ined by using the unsteady parameter K, as shown in Fig. 7:
smaller K and lower o, lead to the fluctuations of delivery pressure
and discharge flowrate due to oscillating cavitation at pump
startup.

Journal of Fluids Engineering
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Fig. 6 Time intervals of oscillation at rapid startup of the pump; exper-
imental uncertainty in oy = £5.5%, in T = £7.5%, and in K = £5.5%

These tendencies are similar to those characteristics of the rapid
opening of the discharge valve, as shown in Part 1.

Transient Phenomena at Pump Stop

Relationship Between Cavitation Behavior and Transient
Phenomena. Figure 8 presents the time histories of the measured
rotational speed N, suction and delivery pressure, p, and p,,
suction and discharge flowrate, @, and Q, for the highest attain-
able deceleration rate of the pump rotational speed at low suction
pressure, g, = 0.05 (Case PD-1). The cavitation volume change
rate, v = @, — @,, is also shown in Fig. 8. Figure 9 shows the
photographs of the cavitation behavior in the test pump at the
instant corresponding to the stage from (a) to (f) in Fig. 8. The
discharge flowrate @, tends to decrease with decreasing rotational
speed, whereas the suction flowrate Q, does not decrease before
the rotational speed N reaches zero. Q, begins to decrease sud-
denly from stage (d), and then the suction and delivery pressure, p,
and p,, show impulses at stage (e¢) when the cavitation bubbles
collapse. At stage (f), when p, reaches again the vapor pressure p,

Pump
starting

Osciflating
cavitation

Water hammer

No fluctuation

Cavitation No cavitation
at steady state at steady state
300 4 —
e o o o
Z . i 0
- e, @ P o o
~ oo
g 100FS N SN V¥ S S Y
- i 0.6 0 o o
Z ] 3 é'"'--._‘% §> M
I E Y o @
4 . ¢ e
i KO,
. . &0 75
10 L | i L .
0.05 0.1 0.5
Cavitation number C¢

Fig. 7 Transient phenomena at rapid startup of the pump; experimental
uncertainty in oy = +£6.5%, and in K = £5.5%
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Fig. 8 Time histories of N, Q4, Qs, V, py and p; at rapid shutdown of the
pump (PD-1); experimental uncertainty in N = £3.5%, in Q; and Q; =
+5,5%, and in ps and p; = £3.5%

(=2.33 kPa), the cavitation bubbles appear again in the pump
impeller and casing. After passing through the stage (f), impulsive
pressure peaks appear in p, and p, due to rejoining of the water
column with the collapse of the cavitation bubbles. When the

Cavitation ~ Suction pipe

W

(©t/T, =10

Fig. 9 Dynamic behavior of cavitation at rapid shutdown of the pump
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Fig. 10 Effect of Ny T,y on time histories of N, Qq, Q,, v, psand p, at rapid
shutdown of the pump; experimental uncertainty in N = +3.5%, in Q. and
s = £5.5%, and in py and p, = £3.5%

rotational speed is suddenly zero from initial condition N, there is
still pressure difference between the surge tank, P, and the
suction tank, P, At that time, Q, and Q, have reverse flow,
because Py, is larger than P gion.

The impulsive pressures appeared in the case of pump stop are
quite different from the sinusoidal fluctuations of p, observed in
the case of pump startup shown in Fig. 1. This is because the
impulsive pressures of p, and p, are caused by the rejoining the
water column due to the rapid collapse of the cavitation bubbles,
similarly to rejoining of the separated water column in the case of
rapid closure of the discharge valve, while the pressure fluctuations
at pump startup are attributed to oscillating cavitation.

The above difference between startup and shutdown of the
pump is analogous to the difference between the sudden opening
and closure of the discharge valve presented in Part 1.

Effect of Deceleration Time. Figure 10 presents the effect of
nondimensional deceleration time N,7,, on the transient phenom-
ena. The time histories of N, Q,, Q,, ¥, p, and p, are shown for
Cases PD-1 (NoT,q = 4.2), PD-2 (NoT,;, = 8.4) and PD-3
(NoT,, = 17.8) for constant o, = 0.05 (lowest level) and ¢ o/
¢, = 1.25 (largest value).

There are no pressure fluctuations in Case PD-3, whereas the
impulsive pressures appear in p, and p, in Cases PD-1 and PD-2.
Also, a smaller N,T,, leads to higher impulsive pressures in p, and
Dy
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Effect of Cavitation Number. The effect of cavitation num-
ber o, on the transient behavior is shown in Fig. 11, which presents
the time histories of N, Q,, Q,, ¥, p, and p, for Cases PD-1 (g, =
0.05), PD-4 (o, = 0.12) and PD-5 (o, = 0.42) with constant
NoT,; = 4.2 (smallest value) and ¢ /b, = 1.25 (largest value).

The impulsive pressures are observed in both p, and p, at the
same instant. The pressure peaks in Cases PD-1 and PD-4 are due
to the collapse of cavitation bubbles. On the other hand, the
impulsive pressures in Case PD-5 could likely be attributed to
water hammer without bubble collapse, as suggested by flow
visualization observations. The magnitudes of pressure fluctua-
tions increase with decreasing oy, as in the case of the sudden
closure of the discharge valve shown in Part 1.

Effect of Discharge Valve Opening. Figure 12 presents the
effect of the discharge valve opening ¢y/¢p, on the transient
behavior. The time dependent N, Q,, O,, ¥, p, and p, are shown
for Cases PD-1 (¢ yo/ b, = 1.25), PD-6 (Ppyo/p, = 1.0) and PD-7
(Pl b, = 0.75) for constant NoT,, = 4.2 (smallest value) and
o, = 0.05 (lowest level). The impulsive pressures due to the
collapse of cavitation bubbles are observed for both p, and p, in
Cases PD-1 and PD-6, with peak levels larger in Case PD-1 than
in Case PD-6.

Higher impulsive pressures due to the collapse of cavitation
bubbles occur with smaller NoT, .4, lower o, , and larger ¢ yo/ ¢, in
the case of pump stopping, similarly to the case of the valve
closure shown in Part 1.

Journal of Fluids Engineering

As described above, the transient phenomena at the rapid pump
startup are different from those at the rapid pump shutdown, in the
same way they are different in the cases of the sudden opening and
sudden closure of the discharge valve.

Criteria for Fluctuations of Suction and Discharge Pressure.
As indicated by the above observations, the suction and discharge
pressure fluctuations are caused by the collapse of cavitation
bubbles in the pump. The transient phenomena are examined by
introducing the unsteady parameter K = N,oT,,/¢y, for many o,
values including g in Table 2.

Figure 13 shows the relationship between the time interval of
the delivery pressure oscillations T and cavitation number o, with
the effect of K at pump shutdown. As is evident from Fig. 13, the
time interval 7 increases abruptly below a certain cavitation num-
ber o, with decreasing o, whereas T is constant at higher cavi-
tation numbers. The critical cavitation number o, increases with
decreasing K. Moreover, smaller K for the same o, leads to a
larger T at 0y < G,

Figure 14 demonstrates that the occurrence of transient pressure
fluctuations can be examined by using the unsteady parameter K:
smaller K and lower o, result in pressure pulsations due to the
rejoining of the water column with the rapid collapse of the
cavitation bubbles when the pump stops.

These tendencies are similar to those characteristics of the rapid
closure of the discharge valve, as shown in Part 1.
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Fig. 12 Effect of ¢/, on time histories of N, Q4, Q,, Vv, ps and p; at
rapid shutdown of the pump; experimental uncertainty in N = £3.5%, in
Qs and Q, = +5.5%, and in ps and p, = £3.5%
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Conclusions

An experimental study was carried out on the transient behavior
of a centrifugal pump at low NPSH during the pump start or stop
periods. The dynamic phenomena were related to the cavitation in
the pump or column separation, leading to the following conclu-
sions:

(1) A rapid starting/stopping of the pump results in pressure
and flowrate oscillations, and the occurrence of the oscillations
depends on NgoT i, O and ¢l .

(2) Transient pressure fluctuations at the sudden stop of the
pump are caused by the collapse of cavitation bubbles, whereas the
ones at sudden startup are due to oscillating cavitation bubbles in
the pump.

(3) Smaller N;oT .0 00 and larger ¢ o/, lead to greater
transient fluctuations of the suction and delivery pressure, and also
the suction and discharge flowrate at rapid transient operation.

(4) Transient phenomena at pump startup are analogous to the
ones observed at the sudden opening of the discharge valve. The
fluctuations of the delivery pressure and discharge flowrate are
caused by oscillating cavitation bubbles in both cases.

(5) Transient phenomena at pump shutdown are similar to the

856 / Vol. 121, DECEMBER 1999

Pump
stopping
Column
u separation
H Water hammer

O No fluctuation

Cavitation No cavitation
__ at steady state at steady state
300 — et
- 0
Z
- " ] O
~ B B H
9 100 Cm g ey
E"'c [ ) '~.! =] @B
Z . fo'e., ®
n m g N (] Erlea
. -
M —. ‘K‘O’o
| [ | [ ] 23] =75
ol v A . .
0.05 0.1 0.5

Cavitation number o
0

Fig. 14 Transient phenomena at rapid shutdown of the pump; experi-
mental uncertainty in oy = £5.5%, and in K = +5.5%

ones observed at the sudden closure of discharge valves. The
pressure fluctuations are attributed to the collapse of cavitation
bubbles and rejoining of separated water columns in both cases.
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Transient Behavior of a
Cavitating Centrifugal Pump at
Rapid Change in Operating
Conditions—Part 3:
Classifications of Transient
Phenomena

Analytical studies were developed on the transient behavior of a cavitating centrifugal
pump during the transient operations, including the sudden opening/closure of the
discharge valve and the pump startup/shutdown. In order to investigate the mecha-
nism of the low cycle oscillations of both the pressure and the flowrate at a rapid
change of the pump system conditions, an unsteady flow analysis was made for the
cavitating pump-system by assuming the transient pump performance to be quasi-
steady. The calculated unsteady pressure and flowrate during the transient period
agree with the corresponding measured time histories. It is shown that the fluctuations
of delivery pressure and discharge flowrate at pump rapid startup or sudden valve
opening are caused by peculiar oscillating cavitation dynamics inside the pump at
rapid increase in flowrate, while the fluctuations at pump rapid shutdown or sudden
valve closure are related to the collapse of cavitation bubbles or water column
separation in the suction pipe at rapid decrease in flowrate. Moreover, the occurrence
of transient fluctuations in pressure and flowrate was predicted by examining the
critical condition which creates the occurrence of two different flow mechanisms i.e.,
(A) oscillating cavitation and (B) water column separation including also the collapse
of the cavitation bubbles. These flow mechanisms were represented with two flow
models i.e., (A) unsteady cavitating flow incorporating effects of cavitation compli-
ance and mass flow gain factor and expressed by a set of ordinary differential
equations solved with the Cardano Method and (B) water-hammer type model includ-
ing Discrete Free Gas Model and solved with method of characteristics. The calcu-
lated critical conditions for the occurrence of the oscillating cavitation and water
column separation agree qualitatively with measured ones.
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pumping system, the unsteady flow analysis of the cavitating
pump-system is developed by assuming that the transient pump

Introduction
A similarity was found between the transient phenomena at the

sudden opening of the discharge valve and the ones at pump rapid
starting, as shown in Part 1 (Tanaka and Tsukamoto, 1999a) and
Part 2 (Tanaka and Tsukamoto, 1999b). Also, the transient phe-
nomena at the sudden closure of the discharge valve have appeared
to be similar to the ones at pump rapid shutdown. When the
discharge valve is opened rapidly or the pump starts suddenly,
fluctuations of both the delivery pressure and also the discharge
flowrate are occurring due to oscillating cavitation. On the other
hand, when the discharge valve is closed suddenly or the pump is
stopped rapidly, suction and delivery pressure pulsations are mea-
sured due to water hammer as effect of the collapse of cavitation
bubbles inside the pump or rejoining of the separated water col-
umn in the suction piping.

Based on the experimental results presented in Part 1 and Part 2,
the transient characteristics of a cavitating pump system are cal-
culated theoretically for the sudden opening/closure of the dis-
charge valve, and the pump rapid startup/shutdown in the present
paper. In order to calculate the transient behavior of the cavitating

Contributed by the Fluids Engineering Division for publication in the JOURNAL OF
FLuibs ENGINEERING, Manuscript received by the Fluids Engineering Division March
12, 1998; revised manuscript received June 22, 1999. Associate Technical Editor:
B. Schiavello.
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performance is quasi-steady. This assumption is acceptable in
relation to the occurrence of low cycle pressure and flowrate
fluctuation, which is the main scope of the theoretical analysis.
This is because the pump system characteristics such as resistance
and capacitance have bigger effects on fluctuations than the pump
characteristics itself. Also, the fluctuations have low cycle, and
thus unsteady characteristics can be assumed to be quasi-steady.
Moreover the fluctuation frequencies are low enough to assume the
transient characteristics of the pipes and valve to be quasi-steady.
Also, independent models of analysis are adopted for the dominant
cases of oscillating cavitation and bubble collapse, because the
mechanism of the fluctuations is considered to be different for
these two cases.

Analysis

The experimental results presented in Part 1 and Part 2 indicate
that the transient phenomena of the cavitating centrifugal pump at
transient operations can be classified into: (A) oscillating cavita-
tion, and (B) water hammer with column separation and cavitation
bubbles collapse. Therefore the analysis of the transient phenom-
ena is conducted by using a different model for each case.

DECEMBER 1999, Vol. 121 / 857
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Fig. 1 Model of the pumping system at opening of the discharge valve

or pump startup

Rapid Discharge Valve Opening and Pump Startup
Case

Model of Flow. Figure 1 shows the schematic diagram of the
pumping system for the analysis in the case of discharge valve
opening or pump startup. The system consists of the suction tank,
cavitating pump, ball valve, and the surge tank. A set of nine
equations serves to describe the system, which is summarized as
follows:

The difference of total pressure between the suction tank and the
pump inlet is

leqs dQs

A, dr O

_p=2"ro
Pl PV_ZA(Z)Rst+p

In a similar manner, the total pressure difference between the
pump inlet and outlet is expressed by:

Leq.v dQ.v
AO dt

Leqdd d
2) @

Pd — P.v = ng(NPSH, d)N’ N) - P( A() dt

where H(NPSH, ¢y, N) is the total head rise across the pump.
Moreover, the total pressure difference between the pump dis-

in which R,(¢) is the flow resistance of the delivery pipe and the
ball valve, and /,,.(r) and A (¢) are the equivalent pipe length and
the cross sectional area of the ball valve, respectively.

Also, the difference of total pressure between the surge tank and
the suction tank is

Lz 40:

P, dr 4)

I

Pz_P1=2—A‘gR2Q%+
The mass conservation between the cavitating pump inlet and
outlet gives (Sack and Nottage, 1965; Greitzer, 1981):

0= Q(l - Qs (5)

The volume of the vapor v, which is contained within the pump
due to the cavitation, is a function of the suction flowrate and the
suction pressure. Thus the cavitation volume change rate v can be
expressed with the cavitation compliance and mass flow gain
factor, C, and M, as follows (Watanabe and Kawata, 1978):

dv 30, aps 80,

dv dv dp,
3Q, ot

;i—;—aps?)T

(6)

v Ty T gy

By assuming that the fluid acceleration is negligible and the
pressure is spatially uniform in the volume of the surge tank, then
the continuity equation for the volume between the inlet and outlet
of the surge tank is

Qd - QZ = _(dva/dt) (7)

where V, is the volume of air in the surge tank.
The air volume in the surge tank changes following is assumed
to follow an isothermal gas law:

Pa Va = const ( =Pao VaO) (8)

The total pressure at the surge tank becomes

charge and the surge tank is given by:

P led le v(t) dQ(
Py= Py =53 Ri(DQ3 + p{;{’f ] dr

(3) Py=p,+ pghy + pg J {Qu = @:)/A}d1 )]

0

Nomenclature
Refer to Part 1 and Part 2

New parameters:

l.,, = equivalent pipe length from surge

A = cross sectional area [m®] 7 = nondimensional cross sectional
A, = reference cross-sectional area [m?] tank to suction tank = [Z!,, {A,/ area of the ball valve
A, = cross-sectional area of surge tank A(s)}ds [m] .
[m?] l.,e = equivalent pipe length of dis- Subscripts
a = wave propagation velocity [m/s] charge pipe system = [2,, {Ay/ 1 = suction tank
C, = cavitation compliance = —duv/dp, A(s)}ds [m] 2 = surge tank
[m*/Pa] 1., = equivalent pipe length of suction a = air
C, = Courant number = aA#/Ax pipe system = [, {A/A(s)}ds d = delivery, downstream
d = diameter [m] [m] i = instantaneous value
g = gravity acceleration [m/s’] l,,, = equivalent pipe length at ball LE = leading edge of the impeller vane
K = unsteady parameter = N;,T, ./ valve [m] TE = trailing edge of the impeller vane
Do M, = mass flow gain factor = — 9/ u = upstream
L = total length of representative aQ, [s] v = ball valve
stream line [m] P = total pressure [Pa} AV = volume of air and vapor
L., = equivalent pipe length from the p = piezometric pressure [Pa] Ax = distance along pipe
trailing edge of impeller to the p, = air pressure in the surge tank [Pa]
measurement point of delivery R = pipe resistance
pressure = [0, {AJA(s))ds s = distance [m]
[m] T. = time constant of the pumping sys-
L., = equivalent pipe length from the tem [s]
measurement point of suction V, = air volume in the surge tank [m”]
pressure to the leading edge of v = cavitation volume [m"]
impeller = [Z2 {A/A(s)}ds a = void fraction = 4AV/(wd’Ax)

[m]
858 / Vol. 121, DECEMBER 1999 Transactions of the ASME
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where %, is the initial water level in the surge tank.
The above nine equations are solved numerically to get nine
unknown variables p,, ps, P2, Pur Qs Gus Qs ¥ and V.
Before going to numerical calculation, the basic equations are
simplified. First, the resistance terms in Egs. (1), (3), and (4) are
simplified as follows:

P P, =Py
___R =
241 k= g7 (10a)
L2R,,=Pd0—zpm—(Pdo_PM)—z(Pdf_sz)i; 0=<t=T
245 erf Qdf T
Py— P
245 Qu
Valve opening  (10b)
Py— P
Eg‘ng = —”QTVH: Pump starting (10¢)
Py —P
P ok S (10d)

k= or

where the subscript f and O indicates the final and initial value,
respectively. The inertia of fluid in the ball valve L,, which is a
function of time, is expressed by the following equation:

boA
L, = L (/A1) = f 2 ds/A, (D) an
0

AU(Z)

The cavitation compliance C, in Eq. (6) may change during the
transient period. In the present analysis, however, the C,, is as-
sumed to be constant because the time interval of the fluctuations
has been found to be long and nearly constant in the previous
experimental results. Therefore, the cavitation compliance C, is
approximated by:

C, = —(avidp,) (12)

The transient characteristics of the pump are assumed to be
quasi-steady in Eq. (2), and thus the pump total head rise H is
derived from the steady-state characteristics curve and cavitation
performance:

H= - u32g

=iy; (NPSH = NPSH,,)
l,,{ =ifsy + {84p/d(NPSH)}(NPSH ~ NPSH,,);
(NPSH < NPSH,,)

Yy =ho+ hip + h2d)2
dy/8(NPSH) = h,
NPSH,, = hyN + hsd

p le 5 dQs
NPSH = (Pu P mR.ny -P A“Z P8

where: ¥, = head coefficient at noncavitating condition,
NPSH,, = critical NPSH based on the conventional 3% head drop,
and hy, hy, h,, hy, b, and ks are coefficients determined from the
steady-state performance of the test pump. The instantaneous
rotational speed N, at pump starting is expressed by the following
equation (Tsukamoto and Ohashi, 1982):

N; = NA1 — exp(—t/T,,)} a3

The above simple description of the rotational speed has been
chosen because the main interest in the present analysis is the

Journal of Fluids Engineering

effect of the acceleration/deceleration rate of the impeller on
transient behavior. A more elaborated approach for future study
should consider the instantaneous impeller speed of rotation as
matching between the hydraulic force exerted by liquid on the
impeller and the characteristics of the electrical motor (torque
versus speed) and of the shaft.

The basic equations from (1) to (9) with the aid of Egs. (10) to
(13) are solved numerically at each time step to get pg, ps, Pa, P,

Qs, Q.'Is Q;z, ¥ and V‘,.

Criteria for the Critical Condition Causing Pressure Fluc-
tuations. In order to investigate the critical condition of the
occurrence of oscillating cavitation, the above basic equations are
linearized. The linearized basic Eqgs. (1) to (9) lead to the following
set of ordinary differential equation with operator notation D
(=dldt):

(E,D*+ E,D*+ EsD + E;)Q, = 0 (14)

where, E, = B,C,, E, = B,C, + B;,C,, E; = B, + B, + B;C,,

E, = B, + By
L l l l
_ eqd eqd equ eq2
B‘"”(Ao At AﬁAo)’
leqs chx P
B, = py (1 +h(’)z‘To+74: ; Bazm(Rdef*'Rzsz)

R, 1
By = P{m (I + he)Qy— PPNy hy + ghahs},
he = 2gh3/u§

lE 24 QS
Ci=pieCh C= {c,,<Rx +p Hé) - M,,}
0

Equation (14) can be rewritten so that the Cardano method can
be applied to examine its solution:

E+3pE+g=0 (15)
where £ = D + (E,/3E)), E, # 0,
p = (3E\Es— E)I9ED),
g = (2E} — 9E\E,E5 + 27E}E,)/ (27E?)

The occurrence of oscillations during transient period can be
examined, considering the following three types of equation:

—(4p* + ¢? > 0—no fluctuation (three real solutions)
—(4p? + g% = O—critical fluctuation (multiple solutions)
—(4p® + g% < O—fluctuation
(one real solution and conjugate complex solutions)

In the above calculation for the critical condition causing fluc-
tuations, the time averaged values are used for the resistance of the
discharge pipe R,, the inertia of the ball valve [, /A, and the
rotational speed N:

R,=—+—:

v T valve opening case (16)
(L ™ L@ Tl .
A = A t/T.; valve opening case  (17)
0
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Fig.2 Model of the pumping system at closure of the discharge valve or
pump shutdown

_ 3Tha 3Tha
N= J N,dtIT, = NA1
0 0

- exp(_t/me)}dt/Tc;

where T, is the time constant of the pumping system, and it indicates
the ratio of the inertance to the resistance of the pumping system.

pump startup  (18)

Rapid Discharge Valve Closure and Pump Shutdown
Case
Model of Flow. The transient analysis is developed for rapid

valve closure or pump shutdown by using the method of charac-
teristics including the effect of water column separation, ie.,

t=T Time t [s]
OIV ! 0.5 1.0 LS 2.0

Q Q

0.01

Cav. vol. change rate

= Delivery pressure ]
Suction pressure

Fig. 3(a) Calculated

Discrete Free Gas Model (Wylie, 1984; Yamamoto et al., 1989).
Figure 2 describes the schematics of the analytical model, in which
an initial condition gives the distributions of gas and vapor vol-
umes at each computing section and their volume change follow
the isothermal process of an ideal gas.

The following characteristic equation is derived from the equa-
tion of motion for one-dimensional unsteady flow and the equation
of continuity:

d {Q N 1 R
E(;{)—ﬁ?) +m|Q|Q—0

19
where g is the wave propagation velocity.

The change rate of the void fraction o« with time at each
computing section is written by:

da_Qd_Qu

where the void fraction « is defined by @ = 4AV/(md*Ax), (AV:
volume, Ax: abscissa along pipe).

If «; is the void fraction at some reference pressure p,, the
relationship between the void fraction and the static pressure in
each section may be expressed by:

(p = P)a = pog @n

The boundary conditions at the pump segment are expressed as:
p a n+i — a0 pa n
(A—o) Qu(+iP+n =puipy t (A_o) Qd(ip)

C+:pity
R n n
= P 542 1Qian| Qindx + pH(NPSH, by, N)  (22)
Time t [s]

1.0
- Q

Delivery pressure-—
Suction pressure

- P,

20 =70
t/T

Fig. 3(b) Measured

Fig. 3 Comparisons between calculated and measured time histories of Q,, Q,, V, ps and p, at rapid opening of the discharge valve (NT, = 1.6, oy
= 0.05 and $udd, = 1.25). (a) Calculated; C, = 2.0 x 1072 [m®/Pa], M, = —1.0 x 1072 [s], A, = Ao(#T)"*, time step size At = 2.0 x 10~ [s]; (b) Measured:
experimental uncertainty in Q; and Q; = x5.5%, and in py and p, = +3.5%.
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Fig. 4 Comparisons between calculated and measured time histories of Q4, Qs V, ps and p, at
rapid closure of the discharge valve (NT, = 1.6, oo = 0.05 and ¢/, = 1.25), (a) Calculated; a =
1300 [m/s], @ = 1.0 x 1073, 7 = {1 — (#T,)}"*, Courant number C, = aAt/Ax = 1.0; (b) measured;
experimental uncertainty in Q; and Q, = +5.5%, and in p,s and p, = +3.5%.

nt+l
d(ip)

n
u(ip+1)

n pa n pa
C_:P(i;)l‘*' (A—())Q = Pip+1) (A—0>Q

R
+ P3742 \Q:lt(lp+l)\Q2(ip+l)dx - ng(NPSH7 (bN! N) (23)
2dAG

The above equations indicate the variation of the pressure rise
across the pump at the instant when the pressure wave passes
through the pump section. Here the total head rise across the pump
H is assumed to be quasi-steady.

The boundary condition at the ball valve segment is

n+l n+1
Qu(u) =7 p(u) (24)
Qo Apy

in which Ap, and @, are the pressure loss and flowrate at the ball
valve in a steady-state condition before transient operation, respec-
tively (Wylie and Streeter, 1978), while 7 is the nondimensional
cross sectional area at the ball valve,

The boundary condition at the suction tank is

p"*!' = const (25)
and at the surge tank
pit! = const (26)

Journal of Fluids Engineering

. 1
The four variables p;*', Qu;', Qi) and a!*' are solved numer-

ically at each time step, by using the above fundamental differen-
tial equations (19), (20), and (21) with the boundary conditions
(22) thru (26). At the same time step, the instantaneous rotating
speed N, at pump shutdown is expressed by the following equation
(Tsukamoto et al., 1986):

N; = Ny{exp(—~#/T,;)}; pump shutdown v4))

In the present calculations, in which the void fraction « is time
dependent, the wave propagation velocity a is supposed to be
constant, and the pipe resistance R is assumed to be identical to the
quasi-steady value during the transient period.

The critical condition of the occurrence of water column sepa-
ration is examined by assuming that a water column separation
occurs when the void fraction « reaches a critical void fraction, e,
at the pump suction. This is because the static pressure does not
reach vapor pressure p, in the Discrete Free Gas Model, adopted
for the theoretical analysis.

Comparison Between Calculated and Experimental Values

Before the comparison between calculated and experimental
values, an extensive numerical testing was carried out to validate
the computational scheme. The effects of the time step size At on
the calculated results were examined for the rapid discharge valve
opening and pump startup case. The numerical tests with the same
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Fig. 5 Comparisons between calculated and measured time histories of N, Q4 Qs, V, ps and p; at rapid startup of the pump (N;T»s = 2.8, oy = 0.07
and ¢/, = 1.25). (a) Calculated; C, = 2.0 x 1078 [m*/Pa], M, = —1.0 x 1072 [s], N; = N¢{1 — exp(—t/T,)}, time step size At = 2.0 x 107* [s]; (b)
Measured; experimental uncertainty in N = £3.5%, in Qg and Q,; = £5.5%, and in py and p; = +3.5%.

boundary conditions indicated good agreement of the pressure and
flowrate fluctuations between Af = 1.0 X 107° [s]and 1.0 X 107°
[s]. Therefore the time step size was chosen to be At = 2.0 X
107" [s] which is identical with the sampling frequency in the
experiment. On the other hand, the Courant number C, (=aAt/
Ax) = 1.0 and x-direction grid size Ax = 0.1 [m] were chosen
for the calculation both at the rapid discharge valve closure and
pump shutdown. That is because the effects of the Courant number
C, (0.8 = C, = 1.0) and the grid size Ax(Ax < 0.1 [m]) for the
same boundary conditions were found to be small in the present
calculation using Discrete Free Gas Model.

Time Histories of Fluctuations, Figure 3 shows the calculated
and measured time histories of the suction and delivery pressure, p,
and p,, the suction and discharge flowrate, Q; and @, and the
cavitation volume change rate © for a rapid valve opening case at low
NPSH (o; = 0.05), very short valve opening time (N7, = 1.6), and

large flowrate (¢y/¢p, = 1.25). The present calculation were done for -

A, = AT)" [m’], C, = 2.0 X 10~* [m*/Pa] and M, = ~1.0 X
1072 [s]. The cavitation compliance and mass flow gain factor, C, and
M,, were chosen based on the past works by Watanabe and Kawata
(1978), and Brennen and Acosta (1973).

The calculated pressure and flowrate show good qualitative
agreement with the experimental ones except for Q, which shows
a fluctuation with a peak above its final value, whereas the mea-
sured Q, has no fluctuation but a simple rise with asymptotic
stabilization. This calculation indicates that the fluctuations of the
delivery pressure and the discharge flowrate are dependent from
the dynamic behavior of the cavitation volume inside the pump. In
other words, the transient phenomena can be described by using

862 / Vol. 121, DECEMBER 1999

the cavitation compliance C, and the mass flow gain factor M.
The time intervals of the calculated pressure and flowrate fluctu-
ations are shorter and decay quicker than the measured ones
because the parameters C, and M, were maintained constant.

Figure 4 shows the calculated and measured time histories of the
suction and delivery pressure, p, and p,, the suction and discharge
flowrate, Q, and Q,, and the cavitation volume change rate v for
a rapid valve closure case for the same test conditions of the
previous case i.e., oo = 0.05, NT, = 1.6, and ¢un/p, = 1.25.
In the present calculation, the valve closure is assumed to be 7 =
{1 — (/T,)}", and the wave propagation velocity a = 1300
[m/s] and the initial void fraction o, = 1.0 X 107>

In Fig. 4, the time history of the calculated void fraction « in the
suction pipe line is also presented. The void fraction is maximum
near the pump suction at the instant when @, turns from negative
flow to positive flow. This agrees with the water column separation
and the reverse flow in the suction pipe observed with the flow
visualization tests. The delivery and suction pressure, p, and p,,
show impulses with highest peak at the lowest void fraction during
the Q, decreasing process. These phenomena agree with the flow
visualization observations which indicated that the impulsive suc-
tion and delivery pressure occurred with the collapse of the water
column separation. The fluctuations of the suction flowrate and the
suction and delivery pressure at rapid closure of the discharge
valve are found to be related to the water column separation.

Figure 5 presents the calculated and measured time histories of
the rotational speed N, the suction and delivery pressure, p, and
Pa» the suction and discharge flowrate, Q, and Q,, and the cavi-
tation volume change rate » for a rapid acceleration of the pump at
low NPSH (o, = 0.07), very short acceleration time (N,T,, =
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Fig. 6 Comparisons between calculated and measured time histories of N, Q,, Qs, V, psand
Ps at rapid shutdown of the pump (N Ty = 4.2, 00 = 0.05 and ¢m/¢p, = 1.25). (a) Calculated;
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Measured; experimental uncertainty in N = £3.5%, in Qg and Q, = £5.5%, and in p; and p; =

+3.5%.

2.8), and large flowrate (¢py/¢, = 1.25). This calculation was
done for C, = 2.0 X 107% [m*/Pa] and M, = —1.0 X 1072 [s].
It is quite evident that all calculated time distributions of pressures
and flowrates show acceptable qualitative agreement with the
experimental trends. The calculated time intervals of the fluctuat-
ing p, and Q,, are shorter than the measured values. This is because
the basic assumptions about instantaneous rotational speed N, and
constant level of C, and M, during the transient period are not
sufficiently accurate.

Figure 6 shows the calculated and measured time histories of the
rotational speed N, the suction and delivery pressure, p, and p,,
the suction and discharge flowrate, O, and Q, and the cavitation
volume change rate v for the pump shutdown at o, = 0.05,
NoT,, = 4.2, and ¢/, = 1.25. This calculation was made with
a wave propagation velocity ¢ = 1300 [m/s] and the initial void
fraction &, = 1.0 X 107>, The time history of the calculated void
fraction « in the pipe line is also presented in Figure 6. The void
fraction increases when the suction and delivery pressure decrease
(Fig. 6). The delivery and suction pressure, p, and p,, show
impulses when the void fraction reaches its minimum near the
pump suction. This agrees with the pressure pulsations due to the
collapse of cavitation bubbles indicated in Part 2.

The calculated time intervals of the pressure and flowrate fluc-
tuations do not agree with the measured values, and the calculated

Journal of Fluids Engineering

flowrate @, and @, do not show the negative values, which were
measured in the experimental conditions. These deviations are due
to the assumption about the time variation of the rotational speed
(Fig. 6(a)-—top), which in the latter half of the pump shutdown
was chosen larger than the actually measured trend.

Critical Condition for Fluctuation. Figure 7 shows the cal-
culated critical condition of oscillating cavitation. In this figure,
the unsteady parameter K = N T, ,..a/ G0 at critical oscillation
in Eq. (15) is plotted for each cavitation number o, with the
measured critical condition expressed by K + o, = 7.5. The
fluctuations due to oscillating cavitation occur at smaller K and
lower o, for the calculated critical condition corresponding to each
M, in Fig. 7. Figure 7 indicates that K at critical oscillation
increases with decreasing o for each assumed M. Also, the range
of the oscillating cavitation is found to expand with increasing M,

The calculated critical conditions for the occurrence of the water
column separation or the cavitation bubble collapse at various oy are
compared with the measured ones expressed by K * 0, = 7.5 as shown
in Fig. 8. The calculation was done for the critical void fraction «,, =
0.1. The calculated critical conditions show good agreement with the
measured ones, although there is small discrepancy of the slope
between the theoretical line and experimental one.

Therefore the occurrence of pressure fluctuations can be pre-
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dicted by using criteria for the occurrence of either the cavitation
or the water column separation, based on one-dimensional analysis

using C,, M, and the initial void fraction a,.

Mechanism of Transient Phenomena

As described above, the transient phenomena of a cavitating pump
may be classified into two categories. One is the occurrence of high
impulsive pressures due to water column separation at rapid valve
closure or bubble collapse at the shutdown of the pump. This phe-
nomenon is a kind of water hammer. The second is the flow fluctu-
ation due to oscillating cavitation at rapid valve opening or pump
startup. These fluctuations of the pressure and flowrate with oscillat-
ing cavitation are more dominant than water hammer, which may also
occur at rapid valve opening or pump startup when the cavitation
increases within the pump with increasing Q, at low cavitation num-
bers. This is because a cavitating pump may play a similar role to a
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closure stopping

o -m
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for column separation
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Fig. 8 Critical conditions of water column separation
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surge tank in pressure wave propagation (Greitzer, 1981). Then a
cavitating pump system becomes susceptible to self-induced vibra-
tions due to the elastic effect, which follows mass conservation, 7 =
Q, — Q,, and affects the pump system as a vibration mass-spring
combined element.

These two types of oscillating phenomena can be classified based
on the condition of suction flowrate at the beginning of transient
operation, i.e., (8Q,/97),, > 0 or <0, because the change in cavitation
volume depends from both the suction flowrate and the suction
pressure, and the growth or shrinkage of the cavitation volume is
determining the time derivative of Q;, (8Q/0¢),+. Oscillating cavita-
tion with elastic effect is generated as the cavitation volume increases
with decreasing p, at (3Q,/0f)o, > 0. Therefore the transient phenom-
ena change from water hammer to oscillating cavitation with decreas-
ing K and oy. In other words, transient phenomena shift from wave
phenomena to system oscillations, including the contribution of self-
induced vibration at rapid valve opening or pump startup in which
(00,/08)0. > 0.

On the other hand, a pressure wave can be propagated, passing
through the pump, when the cavitation collapses with increasing p, at
(8Q,/81)e+ < 0. Therefore the transient phenomena result in water
hammer with water column separation when K and o, decrease at
rapid valve closure or pump shutdown in which (3Q/0%),. < 0.

Conclusions

An experimental and theoretical study was made on the
transient fluid phenomena at the rapid opening/closure of the
discharge valve or rapid startup/shutdown of the pump under
low NPSH condition. A one-dimensional flow analysis was
developed for the transient fluid phenomena at sudden change
of the system, either discharge valve opening or pump startup
by considering the effect of oscillating cavitation. On the other
hand, a water hammer analysis was done for sudden change of
the system, either discharge valve closure or pump shutdown by
incorporating water column separation. The comparison be-
tween calculated and measured transient fluid parameters led to
the following conclusions:

(1) The transient behavior in a pump system can be classified
into two types: one is characterized by transient phenomena caused
by oscillating cavitation at (8Q,/3¢)o+ > 0 such as in the cases of
the pump startup or the discharge valve opening. The other is due
to water hammer with water column separation or collapse of
cavitation bubbles at (0Q,/31),+ < 0 such as in the cases of the
pump shutdown or the discharge valve closure.

(2) The occurrence of pressure and flowrate fluctuations can be
predicted by examining the critical conditions for oscillating cavita-
tion or water column separation by using one-dimensional analysis
with the aid of assumed C,, M, and initial void fraction o,
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including the radial change of peripheral velocity and the hub/tip ratio of the impeller, on
rotating cavitation in inducers. A semi-actuator disk method is employed. It is assumed
that the mean stream surface does not radially shift across the impeller. It is shown that
there are many modes of instabilities corresponding to rotating cavitation with various

radial modes travelling forward and backward. The Oth radial modes are found to
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correspond to the forward and backward travelling modes predicted by a previous
two-dimensional analysis (Tsujimoto et al., 1993). The three-dimensionality of the geom-
etry has the effects of diminishing the amplifying region of these fundamental modes. It is
also shown that the amplifying regions of higher radial modes may be larger than those
of Oth radial modes. However, it is shown that the three-dimensionality of cavitation does

not significantly affect rotating cavitation.

Introduction

Rotating cavitation is one of the most important problems in the
development of modern high performance rocket pump inducers
(Kamijo et al., 1977; Kamijo et al., 1993). Two-dimensional linear
analysis (Tsujimoto et al., 1993) has shown that it is caused by the
positive mass flow gain factor (which means that the cavity vol-
ume increases/decreases corresponding to the unit decrease/
increase of the flow rate) and that it is quite different from rotating
stall, which is caused by the positive slope of the pressure perfor-
mance. This analysis has also shown that there can be two modes
of rotating cavitation. One propagates faster than the impeller
rotation and the other propagates in the direction opposite to the
impeller rotation. The forward rotating mode is generally ob-
served; the backward rotating mode, however, rarely occurs, and
there is only one report on it (Hashimoto et al., 1997).

Experimental observations (Kamijo et al., 1993; Goirand et al.,
1992; Tsujimoto et al., 1997) show that, under rotating cavitation,
large tip cavities occur and oscillate in phase with blade surface
cavities. Based on these observations, a 3-D linear analysis of
rotating cavitation was carried out using a linear cascade model
spanning the space between two parallel rigid walls (Watanabe et
al., 1997). The analysis was made for several cases with various
spanwise distributions of cavitation compliance K and mass flow
gain factor M which represent the three-dimensional effects of
cavitation, and the results basically agreed with those of 2-D linear
analysis. However, this linear cascade model cannot take into
account the radial change of peripheral velocity and the effects of
hub ratio which may have greater three-dimensional effects. The
present study was designed to facilitate understanding of the 3-D
effects of geometry and cavitation under more realistic conditions.
It is assumed that the flow is inviscid and incompressible and that
the inducer is modelled by an annular cascade in an annular duct.
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It is also assumed that the flow in the impeller is perfectly guided
by the blades.

Elementary Flow Fields

Analytical Model. We consider an annular cascade with
chordlength [(r), pitch i(r), and stagger B(r) as shown in Fig. 1.
The cascade is rotating in the 6-direction with an angular velocity
of ). The flow is assumed to be incompressible and inviscid. Even
in the case without cavitation, it is difficult and still under the
development stage to treat the fully three-dimensional flow theo-
retically. In the present study focusing on the effect of three-
dimensionally developed cavitation, we further assume that the
main flow is axial with a constant axial velocity U without swirl,
based on the fact that the effect of the main flow deflection on
rotating cavitation is small, which is obtained from the two-
dimensional linear analysis (Tsujimoto et al., 1993). To extract
only the effects of three-dimensionality of cavitation, we neglect
the radial shift of the stream surface across the cascade which may
occur in real impeller and downstream.

The unsteady flow fluctuations, which are assumed to be small
compared with the main flow, are determined by the following
linearized momentum and continuity equations.

i 0 Sv = 1V8 1

E+ U*a*g v——; P (D
13(rdv,) 108v, 08u “o )
r or r o6 9z @

Pressure Fluctuations. By eliminating the velocity distur-
bance from Egs. (1) and (2), we obtain Laplace’s equation for the
pressure fluctuation:

Visp = 0. 3

We assume a mode rotating in the 6-direction with a complex
angular velocity, ® = w; + jo, where w; and w, are angular
velocity and decay rate respectively. It should satisfy the boundary
conditions, dp/dr = 0, on the hub and casing (r = ry, rr), where
v, = 0. The pressure should be finite at the upstream and down-
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Fig. 1 Annular cascade model

stream infinity. The pressure fluctuation satisfying the above con-
ditions can be expressed as follows.
Upstream of the impeller (z < 0),

[

8p, = pU* expji(wt — 0) 2, AZ(A,r) exp(h,z).  (4)

m=0
Downstream of the impeller (z > 0),

x

8p> = pU? expj(wt — 8) >, Ay Z(A,1) exp(—A,2)  (5)

m=0

where A, and A,,, are normalized complex amplitudes, and A, is
the wave number in the r-direction. The eigen-function in the
r-direction, Z(A,,r), is represented by using the Bessel functions
Ji(A,r) and Y, (A7) as follows:

Z()\mr) = Ql‘]l()\mr) + Q2 Yl(hmr)' (6)

The values of A, and Q,/Q, are determined from the boundary
conditions dp/dr = 0 on the hub and casing, that is,

«]‘:1(/\.,,,"1.1) l.fvl(/\mrH) Ql — 0 (7)
JI(AmrT) Yl(/\mrT) QZ 0 ’
Here, dots on the Bessel functions denote the derivatives in terms

of A,,r. In the present study, the value of Q, is determined so that
the value of Z(A,7) is unity at the tip, » = 7.

Velocity Fluctuations. Velocity fluctuations can be divided
into irrotational and rotational components and expressed as fol-
lows.

Upstream of the impeller (z < 0),

‘5v,2 = U expj(wt — 6) Z [—*W

U)\m

Su,=U expj(wt - 0) 2 ]w-l-—U)\

m=0

A lmZ(Am V) EXP(Anw

U expj(wt ~ 6) E

m= 0

r8'U91 AlmZ(/\m r) exp(Amz)a

+U)\

m

8v, = U expj(wt — 6) gjw + U\,

X Almz()\mr) exp(/\mz)' (8)

Downstream of the impeller (z > 0),

UAm

_T)\'m AZm exp( - )\m Z)

Su, = U expj(wr — 0) 2 [

m=0

w
+ B2m exp( _J 5 Z> :| Z()\mr);

A2m exp( - )\mz)

m

r8ug = U expj(wr — 0) 2 [ —Ux

w
+ C2m exp( _.] E Z) ]Z()\,,,r),

U)\m
A2m exp( - /\m Z)

m=0

[ )
+ DZm exp( _j ?j Z> ] Z(/\mr), (9)

where the terms with the complex amplitudes A,,, and A,,, repre-
sent the irrotational components and those with B,,,, C,,,, and D,,,
represent the rotational components.

The irrotational component is obtained from the momentum
equations (1) by substituting the above-obtained pressure fluctua-
tions into Eq. (1). The continuity equation (2) is satisfied automat-
ically. The rotational component represents the effects of vortices
shed from the impeller. It satisfies Eq. (1) with 8p = 0, which

Nomenclature

A = normalized complex am- {(r) = chordlength A = wave number of fluctuations in
plitude of pressure fluctu- M(r) = mass flow gain factor the radial direction
ation p = pressure p = density

B, C, D = normalized complex am- p, = vapor pressure o = cavitation number

plitudes of rotational s = circumferential wavelength ) = angular velocity of the impeller
components of velocity U = mean axial velocity @ = complex angular propagation
fluctuation u, v,, vy = velocity components in the velocity of disturbance,

b = span z-, r-, and 6-directions =wg + jo,

h(r) = pitch of cascade V. = cavity volume per blade and w, = angular propagation velocity of
J(r), Y ,(r) = Bessel functions unit span disturbance in the stationary
J = imaginary unit w = relative velocity in a frame frame
K(r) = cavitation compliance rotating with the impeller w, = decay rate

k* = normalized complex fre- Z(r) = eigen-function in the radial .
quency, =k% + jk¥ direction Subscripts

k% = propagation velocity ratio, a = incidence 1, 2 = upstream and downstream of the
=(rotational velocity of B = stagger impeller
fluctuations)/(that of the & = fluctuation H, T = hub and tip of the impeller
impeller) 8v = velocity fluctuation vector, M = mean radius of the impeller

k% = decay rate =(8u, 8v,, 8v,) m = radial order

¢ = relative velocity potential
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means that the rotational disturbance is convected on the main
flow. Thus, it has the functional form of exp(—jwz/U) in the
z-direction. The radial mode is represented by a series of the
eigen-function (6). Both irrotational and rotational components
satisfy the boundary conditions on the hub and casing, because the
eigen-function satisfies Eq. (7).

As already stated, the irrotational components automatically
satisfy the continuity equation. The rotational components should
satisfy the following relations obtained by substituting the rota-
tional velocity components into the continuity equation (2) and
making use of the orthogonality of the eigen-functions, Z(A,,7),

.[D s D2n
(’\lnDZm+J ~[7B2m>bm = 2 ( A

n=0

- jCZn) Arnn >

rr 1
Ay = j ; Z(/\mr)Z(/\n r)dr’

TH

and b, = f ' r[Z(A,,r)]dr. (10)

rH

Boundary Conditions

Continuity Equation Considering Cavity Volume Change.
We represent the cavity volume per blade and unit span by V.. We
assume that V, is a function of the local cavitation number, o (r) =
2{p,(r) — p.)/pw,(r)?, and of the incidence angle, a(r). Thus,
the change of cavity volume due to the change in the inlet condi-
tion can be represented as follows:

8V.=[-K(r)8c + M(r)6a]- h(r)?,

1 av, 1 av,

K(l"): _W6—0" and M(r) =WE,

1D
where K(r) and M(r) are termed cavitation compliance and mass
flow gain factor, respectively (Brennen and Acosta, 1976; Otsuka
et al.,, 1996), in which the cross-sectional area of cavity at constant
radius is normalized by the square of spacing A>. As we can see
from the definitions of Eq. (11), cavitation compliance K repre-
sents the magnitude of cavity volume variation due to the unit
cavitation number change. Mass flow gain factor M represents the
magnitude of cavity volume variation due to the unit incidence
change. Since both factors, K and M, are considered to be depen-
dent on the cavity size, radial distributions of K and M can
simulate the three-dimensionality of cavitation.

Since there is no mass transfer in the tangential direction in the
frame rotating with the impeller and since we assume that the
streamline maintains a constant radial location within the impeller,
the continuity relation across the impeller with cavitation can be
expressed as follows:

I+,
ot*

= (8uy = du,) * h(r) (12)
where 8*/dt* represents the time-derivative in a frame rotating
with the impeller.

Unsteady Bernoulli’s Equation. Rotating cavitation occurs
under the condition where the pressure performance is not affected
by cavitation and the loss has no significant effects on rotating
cavitation (Tsujimoto et al., 1993). Thus, we can apply the un-
steady version of Bernoulli’s equation to the relative flow through
the impeller,

P2= P l

3*(4)62; é1) ; . (w% _ wf) -0,

(13)
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Table 1 Analytical conditions
Hub ratio, ryrr 0.5
Stagger angle, fr [deg.] 81.75
Pitch/radius ratio hp/ry 2.09
Chord/radius ratio, Ig/rr 2.12
Flow coefficient, ¢=U/rr£2 0.145
Cavitation number, o7 0.04

where ¢ is a relative velocity potential and w is a relative velocity
in the rotating frame. Since we neglect the radial shift of the stream
surface, the effects of centrifugal force do not appear in the above
equation. The Ist term in the above equation can be represented as
follows:

a*(d, — &) _ (r) o*u,
ar* " cos B(r) ar*

I(r)

cos B(r)

= j(o — Q) Su,. (14)
The unsteady Bernoulli’s equation (13) is linearized by assum-
ing small disturbances.

Conservation of Momentum in the r-Direction. We assume
that the momentum in the r-direction is conserved across the
cascade, that is p(U + 8u,)8v,, = p(U + 6u,)dv,,. By linear-
izing the equation, we obtain

3v,; = 8v,,. (15)

Kutta’s Condition. We assume that the flow is tangential to
the blade surface at the trailing edge:

rQ — Ugy = U, tan B(l’).

By linearizing the above equation, we obtain the following rela-
tion,

dvy, = —8u, tan B(r). (16)

Analytical Methods and the Conditions for Calculations

We put Eqgs. (4), (5), (8), and (9) into the boundary conditions
(11)~(16) with Eq. (10). By expanding all linearized terms with the
eigen-function, Z(A,r), we obtain a set of homogeneous linear
equations in terms of the complex amplitudes in Egs. (4), (5), (8),
and (9). By equating the determinant of the coefficient matrix of
the above linear equations with zero, we obtain a characteristic
equation from which we can determine the complex angular fre-
quency, . In the present study, we take the radial components of
m = 10 into account for all flow fluctuations.

The complex propagation velocity ratio is defined as follows:

k* = k% + jkt= a7n
where k% represents the propagation velocity ratio (rotational
velocity of fluctuations/rotational velocity of the impeller) and
k% > 1/k% < 1 means that the corresponding mode is a forward/
backward travelling mode. k% represents the decay rate and k7 >
0/k% < 0 means that the corresponding mode is decaying/
amplifying.

Default values for the example calculations are shown in Table
1. Here, we consider a helical impeller, so the local design param-
eters of the impeller are given as follows:
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Fig. 2 Radial distributions of cavitation compliance K(r) and mass flow
gain factor M(1). (a) K(r) = const and M(r) = const; (b) K(r) Ku(riry)® and
M(r) = const; (¢) K(D = Kulriru)® and M(r) = Mu(r/ry)?

tan B(r) = z tan By, h(r) = L hr, and I(r) = —

rr rr

We focus on the effects of the distributions of K(r) and M(r) on
the propagation velocity ratio and the amplifying region of rotating
cavitation. For this purpose, three cases of distributions of K(r)
and M(r) as shown in Fig. 2 are examined. Figure 2(a) corre-
sponds to the case with uniform cavities over the whole span with
constant K(r) and M(r). It is known that, as the cavitation number
is decreased, the cavitation compliance rapidly increases prior to
the increase of mass flow gain factor (Brennen and Acosta, 1976).
Figure 2(b) corresponds to the extreme case where only K(r) is
unevenly distributed in the r-direction to simulate the condition
with smaller cavitation number near the tip region due to larger
relative velocity w(r). On the other hand, it is also considered that
both K(r) and M(r) are larger near the tip region because large tip
cavitation is usually observed in experiments. Figure 2(c) corre-
sponds to that case where both K(r) and M(r) are larger at the tip.
To facilitate the mathematical treatment in Egs. (11) and (12), both
K(r) and M(r) are assumed to be proportional to the square of r,
specifying the magnitude of K(r) and M(r) with their values at
mean radius r = ry, represented as K, and M,,.

Because there exists no available information on the spanwise
distributions of cavitation characteristics K(r) and M(r) obtained
both experimentally and theoretically, we assumed the values of
K, and M, to examine the effects of their radial distributions on
rotating cavitation. Results described in this paper are those for the
case with K, = 1.0. We obtained the same tendencies for the case
with Ky, = 0.1,

Results and Discussion

Complex Frequency and Modes of Fluctuations. At first, in
order to examine the solutions of characteristic equations, calcu-
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Fig. 3 Solutions of characteristic equation considering only Oth radial
component [(K, M) of Fig. 2(c) is used with (Ky, My) = (1.0, 0.5)]

lations were made with only the Oth radial component of fluctua-
tions. Figure 3 shows an example, i.e., the result under the condi-
tion of Fig. 2(c) with (K, M),) = (1.0, 0.5). Figure 3 also shows
the result of the 2-D analysis (Tsujimoto et al., 1993), in which
three solutions are obtained. One of them has already been iden-
tified to be the solution representing rotating stall (R.S.), which is
not affected by cavitation and becomes unstable in the region with
the positive slope of the cascade pressure performance. The others
are solutions representing forward and backward rotating cavita-
tions. It has been shown that the frequencies determined by using
the values of K and M from experiments agree reasonably with
those in experiments (Tsujimoto et al., 1993; Hashimoto et al.,
1996). We have three solutions for the present case and they are
close to the solutions of 2-D analysis. Thus, we can identify each
of the three solutions as being a forward rotating cavitation
(R.C.+), backward rotating cavitation (R.C.—), and rotating stall
(R.S.), respectively. The difference between the results of the
present analysis and those from the 2-D analysis is small. The
difference is considered to be due to the three-dimensional effects
of geometry and cavitation, and the radial change of the peripheral
velocity.

Figure 4 shows an example of solutions of the present study
with the Oth—10th radial components of fluctuations. The condition
is the same as that used for the case shown in Fig. 3. We can see
that there are not only solutions corresponding to the conventional
modes shown in Fig. 3, but also other solutions with a high relative
propagation velocity ratio, |[k% — 1|. Still more solutions with
higher relative propagation velocity ratio were obtained out of
range of the figure. The modes of the inlet pressure fluctuation and
the amplitudes of each radial component, |A,,|, are shown in Fig.
5 for four solutions corresponding to rotating cavitation. The ratio
of the complex amplitude of each component is determined as the
eigen-vector of the set of homogeneous linear equations described
in the last section. The amplitudes are then normalized by that of
the largest component. Figures 5(a) and (b) show the results of
solutions corresponding to the conventional rotating cavitation,
and it is shown that the amplitude of the Oth radial coraponent is

® Present study
O 2-D analysis(Tsujimoto et al., 1993)

T T T & T
R.S.

o
o

o
o
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1 1 s ] : 1
1.0 0.0 7.0 2.0

Propagation velocity ratio, kR
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i
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Fig. 4 Solutions of characteristic equation [(K, M) of Fig. 2(c) is used
with (Ky, My) = (1.0, 0.5)]

DECEMBER 1999, Vol. 121 / 869

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



oL Ly
012346678910
Radial order

Q
012345678910
Radial order

(a) Oth radial order forward travelling R.C.
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Fig. 5 Inlet pressure perturbation (pressure contours and amplitudes of
each radial components) of 4 modes of R.C. shown in Fig. 4. (a) Oth radial
order forward travelling R.C.; (b) Oth radial order backward travelling
R.C.; (c) 1st radial order forward travelling R.C.; (d) 1st radial order
backward travelling R.C.

significantly [arger than the others. Hence, they are herein termed
the Oth radial order forward and backward rotating cavitation
(denoted by R.C.+, and R.C.—), respectively. On the other hand,
Figs. 5(¢) and (d) correspond to the solutions with larger relative
propagation velocity ratio. The amplitude of the 1st radial com-
ponent is the largest: thus, we call them the 1st radial order forward
and backward rotating cavitation (denoted by R.C.+, and
R.C.—)), respectively. Those modes are also found in the 3-D
analysis using the linear cascade model (Watanabe et al., 1997).
Although many higher order modes were found in addition to the
solutions shown in Fig. 4, we focus on the Oth and Ist radial
modes, R.C.+,, R.C.—,, R.C.+,, and R.C.—,, because their
frequencies are closer to that of rotating cavitation observed ex-
perimentally. The present result suggests the existence of higher
order modes and further experimental efforts are needed to identify
them. Similar results were obtained for other cases, showing that
many types of rotating cavitation such as R.C.+,, R.C.—,
R.C.+,, and R.C.—, generally exist.

It is desirable to show the validity by direct comparison with
experiments. However, it is very difficult to determine the values
of K(r) and M(r) and only global values (averages over r) are
available (Brennen and Acosta, 1976). In the 2-D analysis (Tsuji-
moto et al., 1993), the results were plotted in K-M plane and it was
found that the propagation velocity ratio determined by using the
experimental global values of K and M agrees fairly well with
experiments. Since the results of the present 3-D analysis ap-
proaches to the 2-D resuits, the present result is also reasonable as
compared with experiments. For example, the value of the prop-
agation velocity ratio k% = 1.21 for the Oth radial order mode of
forward rotating cavitation in Fig. 4 is close to experimental value
k% = 1.18 (Hashimoto et al., 1997). The value &% = —0.40 for
the Oth radial order mode of backward rotating cavitation does not
agree well with the experimental value k% = —1.36. However,
the analytical results with M = 0.8 and K = 0.03 gives k% =
—1.36 for backward mode and k% = 1.20 for forward mode.
These values are quite reasonable. Further experimental efforts are
needed to make closer comparisons with experiment and to obtain
further knowledge about K(r) and M(r). Under these circum-
stances, 3-D effects are discussed in the following section based on
the present analysis.

Effects of Three-Dimensionality. The effects of the hub/tip
ratio of the impeller are shown in Fig. 6. The neutral stability
points with k% = O are shown in the (k%, M,,) plane for various
rotating cavitation modes and various hub/tip ratios under the
condition shown in Fig. 2(a) with K, = 1.0. Rotating cavitation
grows with the values of mass flow gain factor larger than the
values shown in the figure. Figure 6 also shows the result of 2-D
analysis (Tsujimoto et al., 1993) and the results of the previous
3-D analysis using a linear cascade model (Watanabe et al., 1997),
Although the hub/tip ratio in the 3-D analysis of the linear cascade
model corresponds to unity from the view point of the curvature of
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Fig. 6 Neutral stability points of R.C. for various hubftip ratio {(K, M) of
Fig. 2(a) is used with Ky =1.0]

hub and shroud, we can relate the span/circumferential wavelength
ratio, b/s, to the hubftip ratio in the present analysis by the
following relation

b rr—ry 1 ( rH>

s 2mrp 2w ! re)”
The value of r,/r; determined from this relation is used for the
plot in Fig. 6. The amplifying region of the present calculation is
smaller for the case with a smaller hub/tip ratio, whereas the
neutral stability point shown by 3-D analysis of the linear cascade
model is not affected by the hubftip ratio determined from the
above relation. This show the necessity of the present treatment for
the accurate prediction of rotating cavitation. The results of the two
3-D analyses become closer as the hub/tip ratio is increased.
Moreover, the Oth radial modes of the present model approach the
results of the previous 2-D analysis if the hub/tip ratio approaches
unity. Note that the propagation velocity ratio of the Oth radial
mode is not affected by the hub/tip ratio largely. This may be the
reason why the 2-D analysis can predict the propagation velocity
ratio fairly well.

Figure 7 shows the neutral stability points for the three cases
shown in Fig. 2 with K,, = 1.0. First, we compare the result for
the case with K and M shown in Fig. 2(b) simulating the case with
smaller cavitation number near the tip region with the case of Fig.
2(a). We can see that the Oth radial modes are not significantly
affected by the three-dimensionality of cavitation. On the other
hand, the amplifying regions of the Ist radial modes become
slightly larger, and they are more destabilizing than the Oth radial
modes. Next, we compare the result for the case with the three-
dimensionality of cavitation of Fig. 2(c) simulating larger tip
cavitation or larger blade cavitation near the tip region with the
case of Fig. 2(a). In this case, the amplifying regions of all modes
become slightly larger due to the three-dimensionality of cavita-
tion; among these modes, the Oth radial backward mode is the most

© [K(r), M(r) } shown in Fig.2(a)

® [K(n, M(r) ] shown in Fig.2(b)
= 4 [K(r), M(r} ] shown in Fig.2(c)
3 08— ——————
§ [ Backward Forward mode
B 0.6 -
E B -
£ L 9 a i o |
504 ¢ 1 oh ¢
= [ 1st oOth st
= 021 Radial order ]
% | L L | L |
= 0.0 -1.0 0.0 1.0 2.0

Propagation velocity ratio, kg"

Fig. 7 Neutral stability points of R.C. for various cavitation character-
istics shown in Fig. 2(a)-(c) with Ky =1.0
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destabilizing. In all cases, the propagation velocity ratio of all
modes does not change significantly.

Conclusions
The following results were obtained from the present analysis.

(1) There are many solutions of the characteristic equation,
including rotating stall, forward and backward propagating rotat-
ing cavitations, with various radial modes.

(2) The Oth radial modes of forward and backward rotating
cavitations obtained in the present study correspond to the Oth
radial modes of the previous 3-D analysis using a linear cascade
model and to the rotating cavitation modes predicted by the pre-
vious 2-D analysis.

(3) The Oth radial modes of rotating cavitation are not signif-
icantly affected by the three-dimensionality of cavitation.

(4) The amplifying regions of all rotating cavitation modes
become smaller for smaller hub/tip ratios of the impeller.

The present analysis provides information regarding some ef-
fects of three-dimensionality on rotating cavitation. However, the
effects of cavitation are modelled simply by the distributions of K
and M and the values of these parameters are assumed in the
present study. These parameters should be estimated for various
kinds of cavitation such as tip cavitation, blade cavitation, bubble
cavitation, etc. The validity of infinitesimal pitch of the semi-
actuator disk method should be examined by constructing a finite
pitch cascade theory. The authors intend to examine these prob-
lems in the near future.
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Numerical Computation of
Shock Waves in a Spherical
Cloud of Cavitation Bubbles

The nonlinear dynamics of a spherical cloud of cavitation bubbles have been simulated
numerically in order to learn more about the physical phenomena occurring in cloud
cavitation. A finite cloud of nuclei is subject to a decrease in the ambient pressure which
causes the cloud to cavitate. A subsequent pressure recovery then causes the cloud to
collapse. This is typical of the transient behavior exhibited by a bubble cloud as it passes
a body or the blade of a ship propeller. The simulations employ the fully nonlinear
continuum bubbly mixture equations coupled with the Rayleigh-Plesset equation for the
dynamics of bubbles. A Lagrangian integral method is developed to solve this set of
equations. It was found that, with strong bubble interaction effects, the collapse of the
cloud is accompanied by the formation of an inward propagating bubbly shock wave. A
large pressure pulse is produced when this shock passes the bubbles and causes them to
collapse. The focusing of the shock at the center of the cloud produces a very large
pressure pulse which radiates a substantial impulse to the far field and provides an

Yi-Chun Wang

Assistant Professor,

Department of Mechanical Engineering,
Nationai Cheng Kung University,
Tainan 701, Taiwan

Christopher E. Brennen
Professor,

Division of Engineering and Applied Sciencs,
California Institute of Technology,

Pasadena, CA 91125

explanation for the severe noise and damage potential in cloud cavitation.

1 Introduction

Experimental studies have shown that intensive noise and dam-
age potential are associated with the collapse of a cavitating cloud
of bubbles (see, for example, Bark and Berlekom, 1978; Shen and
Peterson, 1978; Bark, 1985; Franc and Michel, 1988; Kubota et al.,
1989; Reisman and Brennen, 1996). Moreover, it has been dem-
onstrated that when clouds of cavitation bubbles collapse coher-
ently, they result in greater material damage (see, for example,
Soyama et al., 1992) and greater noise generation (see, for exam-
ple, Reisman and Brennen, 1996) than would be expected from the
cumulative effect of the collapse of the individual bubbles which
make up the cloud. However, the precise physical phenomena
involved in cloud cavitation have not, as yet, been completely
identified. This paper presents numerical studies of the nonlinear
dynamics of finite clouds of cavitation bubbles. Some preliminary
results were presented earlier in Reisman, Wang and Brennen
(1998); here we provide more details and further results. The
purpose is to explore the mechanisms for the enhanced noise and
damage potential associated with cloud cavitation.

Analytical studies of the dynamics of cavitation clouds can be
traced to the work of van Wijngaarden (1964) who proposed a
continuum model to study the behavior of a collapsing layer of
bubbly fluid next to a flat wall and found higher average pressures
at the wall as result of the interactive effects of bubbles. Chahine
(1982a, 1982b) explored numerical methods which incorporate the
individual bubbles using matched asymptotic expansions. Later,
d’Agostino and Brennen (1983, 1989) investigated the linearized
dynamics of a spherical cloud of bubbles using a continuum
mixture model coupled with the Rayleigh-Plesset equation for the
dynamics of the bubbles. They showed that the interaction between
bubbles leads to a coherent dynamics of the cloud, including
natural frequencies that can be much smaller than the natural
frequencies of individual bubbles. Omta (1987) linearized the
Biesheuvel-van Wijngaarden homogeneous flow equations for
bubbly mixtures (Biesheuvel and Wijngaarden, 1984) and obtained
solutions to the flow in a spherical bubble cloud under a number of
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tember 15, 1997; revised manuscript received August 9, 1999. Associate Technical
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simplified assumptions. Thus while the linearized dynamics of
clouds of bubbles have been extensively investigated (see also, for
example, Prosperetti, 1988), the nonlinear effects in cloud cavita-
tion have received comparatively little attention; in practice, of
course, flows with cloud cavitation experience very large pressure
perturbations. Both the dynamics of an individual bubble and the
bubble/bubble interaction through the hydrodynamics of the sur-
rounding liquid are highly nonlinear. An attempt to understand
these nonlinear effects was undertaken in the work of Kumar and
Brennen (1991, 1993). They found weakly nonlinear solutions to a
number of cloud problems by retaining only the terms that are
quadratic in the amplitude. The nonlinear, chaotic behavior of
periodically driven bubble clouds have been recently examined by
Smereka and Banerjee (1988) and Birnir and Smereka (1990).
These studies employed the methods of dynamical systems anal-
ysis and reveal a complicated system of bifurcations and strange
attractors in the oscillations of bubble clouds. It is clear that much
remains to be learned about the massively nonlinear response of a
bubble cloud in a cavitating flow.

All the above researches were based on continuum mixture
models which were developed using ensemble volume averaging
(Biesheuvel and Wijngaarden, 1984) or time averaging (Ishii,
1975). Effects of bubble dynamics, liquid compressibility and
relative motion between phases can be included. Such continuum
mixture models have been successfully applied to investigate
shock wave propagation in liquids containing small gas bubbles
(see, for example, Noordzij and van Wijngaarden, 1974; Kameda
and Matsumoto, 1995).

Another approach to the modeling of the interaction dynamics
of cavities was developed by Chahine and his coworkers (Chahine
and Duraiswami, 1992; Chahine et al., 1992). Three-dimensional
boundary element methods have been employed to simulate the
deformations of the individual bubbles within collapsing clouds in
inhomogeneous flow fields or close to solid boundaries. However,
most clouds contain many thousands of bubbles, impossible to
handle by any high speed computer at this time. It therefore is
advantageous to examine the nonlinear behavior of cavitation
clouds using continuum mixture models. The recent numerical
modeling of unsteady cavitating flows on a two-dimensional hy-
drofoil by Kubota et al. (1992) is an important step in this direc-
tion. Solving the Navier-Stokes equations of the mixture coupled
with the Rayleigh equation for bubble dynamics, they reproduced
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the shedding of cavitation clouds and the generation of vortex
cavitation. Unfortunately, there appear to be some limitations in
their approach. They artificially prevented the bubbles from col-
lapsing to a size smaller than the initial value. Under these cir-
cumstances, the collapse of the bubbles is severely suppressed and
highly nonlinear phenomena such as the formation of shock waves
are eliminated. Parenthetically, it is shown in this paper that very
large pressure pulses can occur due to the violent bubble collapse.
In Wang (1996), it was shown that such large pulses cause sub-
stantial computational difficulties.

Another perspective on the subject of collapsing clouds was that
introduced by Mgrch, Hanson and Kedrinskii (Mgrch, 1980, 1981,
1982; Hanson et al., 1981). They speculated that the collapse of a
cloud of bubbles involves the formation and inward propagation of
a shock wave and that the geometric focusing of this shock at the
center of a cloud creates the enhancement of the noise and damage
potential associated with cloud collapse. However, they assumed
that the bubbles are completely annihilated after the shock passing.
Fully nonlinear solutions for spherical cloud dynamics were first
obtained by Wang and Brennen (1994, 1995). Their computational
results show that the continuum models of the cloud indeed man-
ifest the shock wave phenomena and thus confirm the idea put
forward by Mgrch, Hanson et al. Recently, Reisman et al. (1998)
measured very large impulsive pressures on the suction surface of
an oscillating hydrofoil experiencing cloud cavitation. They dem-
onstrate that these pressure pulses are associated with the propa-
gation of bubbly shock waves.

2 Basic Equations

Consider a spherical bubble cloud surrounded by an unbounded
pure liquid as shown in Fig. 1. The liquid is at rest infinitely far
from the cloud. Compared to the large compressibility of the
cloud, the pure liquid is assumed incompressible. Although radi-
ally symmetric bubble size distribution is allowed in the present
model, it is enough for illustration purpose to assume that the
initial bubble size is uniform within the cloud. It is also assumed

SPHERICAL CLOUD
BOUNDARY

(O O
© BUBBLY RADIUS ’
R (r,t) Ool

-~ _\K/
BUBBLY MIXTURE

(POPULATION =n PER
UNIT LIQUID VOLUME)

°0 O

PURE LIQUID

Fig. 1 Schematic of a spherical cloud of bubbles

that the population of bubbles per unit volume of liquid, n, within
the cloud, is piecewise uniform initially and that there is no
coalescence or break-up of bubbles. Since relative motion between
the phases is neglected and the mass of liquid vaporized or con-
densed is also neglected, it follows that 7 remains both constant
and piecewise uniform within the cloud. The radius of the cloud is
represented by A(#), a function of time ¢. The bubble radius in the
cloud is R(r, t), a function of radial coordinate r and time. The
bubbles are assumed to be spherical and to contain uniform liquid
vapor and residual permanent gas. The problem to be solved is as
follows. The cloud and the whole domain of liquid are initially in
equilibrium. Starting at + = 0, a pressure perturbation, Cp.(?), is
imposed on the pure liquid at infinity and the response of the cloud
to this pressure perturbation is sought.

The variables mentioned above and in all the following figures

Nomenclature
A = dimensionless radius of bubble U* = reference velocity t = dimensionless time
cloud V#* = volume of the cloud t; = dimensionless duration of the low
A, = dimensionless initial cloud ra- Vavax = dimensionless maximum total pressure perturbation
dius volume of bubbles in the cloud t* = time
Cp = pressure coefficient We = Weber number u = dimensionless fluid velocity
Cpvy = minimum pressure coefficient at ¢* = sonic speed in bubbly mixture u* = fluid velocity
infinity f = dimensionless frequency a = void fraction
Cp. = pressure coefficient at infinity k = polytropic index for the gas in- o, = initial void fraction
from the cloud, (p% — p%)/ side the bubbles B = cloud interaction parameter,
s piU*? p. = dimensionless far-field acoustic ao(l — a)AUR}
D = dimensionless length scale of the pressure radiated by the cloud 7 = dimensionless bubble population
low pressure perturbation p* = fluid pressure per unit liquid volume, n*R%’
D* = length scale of the low pressure p’ = fluid pressure at undisturbed n* = bubble population per unit liquid
perturbation reference condition volume
I = dimensionless acoustic impulse p* = far-field acoustic pressure radi- w* = effective dynamic viscosity of the
J = Jacobian of the transformation ated by the cloud liquid )
from Lagrangian coordinates to p% = vapor pressure % = natural frequency of bubble pulsa-
Eulerian coordinates p*% = pressure at infinity from the tion
R = dimensionless bubble radius cloud p = dimensionless mixture density
R, = dimensionless initial bubble ra- r = dimensionless Eulerian radial po = dimensionless mixture density at
dius coordinate measured from the t=20
R*% = initial bubble radius at undis- center of cloud, r*/R% p% = liquid density
turbed reference condition ro = dimensionless Lagrangian radial o = cavitation number
Re = Reynolds number coordinate measured from the At = time step
S§* = surface tension of the liquid center of cloud and equal to r at
T% = natural period of bubble pulsa- the undisturbed reference condi-
tion tion
T*% = time scale of acoustic wave r* = Eulerian radial coordinate mea-

propagation through the cloud

Journal of Fluids Engineering

sured from the center of cloud

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright

DECEMBER 1999, Vol. 121 / 873

; see http://www.asme.org/terms/Terms_Use.cfm



and equations are non-dimensionalized using the initial bubble
radius, R%, and a reference flow velocity, U*. All quantities with
superscript * represent dimensional values; without this super-
script the quantities are non-dimensional. Thus, the nondimen-
sional bubble radius is R = R*/R%, the nondimensional bubble
population per unit liquid volume is 7 = n*R%’, the nondimen-
sional radial coordinate is r = r*/R%, and the nondimensional
time is t = t*U*/R%.

The basic equations used are those of d’Agostino and Brennen
(1983, 1989) except that all the nonlinear convective terms are
retained since these are important in the context of the highly
nonlinear growth and collapse of the cloud. The dimensionless
forms of the continuity and momentum equations for the spherical
bubbly flow are:

1 8(riu) 127mR* DR
7o T3+ dmni D0 =40 W
Du 1 5 9Cp
b—t=—g(3+4wnR)‘éT; r=A() (2)

where D/Dt = /3t + ud/dr is the Lagrangian derivative, u(r, 1)
is the mixture velocity, Cp(r, £) = (p*(r, t) — p)/ 3 pEU* is the
mixture pressure coefficient, p*(r, t) is the mixture pressure, p is
the initial equilibrium pressure, and p* is the liquid density. The
bubble population per unit liquid volume, 7, is related to the void
fraction, o, by 7R’y = /(1 — a). The interactions of the
bubbles with the flow are modeled by the Rayleigh-Plesset equa-
tion (Plesset and Prosperetti, 1977) which connects the local mix-
ture pressure coefficient, Cp, to the bubble radius, R:

DR 3 (DR

2\ Dt

2
R—+ +E(I—R"3")+———
Dt* 2 2

+—2~(R"—R*3")+1C =0 (3)
We 27

where o = (p5 — p%)/ 5 piU*" is the cavitation number and p%
is the partial pressure of vapor inside the bubble. The partial
pressure of noncondensable gas (it is assumed the mass of gas is
constant) does not appear explicitly in (3) because the initial
equilibrium condition has been employed to eliminate this quan-
tity. It has been assumed that the noncondensable gas inside the
bubbles behaves polytropically with an index k. From the defini-
tion of cavitation number, o, we know that small values of o imply
that the initial equilibrium pressure is close to the vapor pressure
and the bubbles therefore cavitate more readily. We define a
Reynolds number, Re = piU*R¥/u%, where w% is the effective
viscosity of liquid which incorporates the various bubble-damping
mechanisms, namely acoustic, thermal, and viscous damping, de-
scribed by Chapman and Plesset (1971). We also define a Weber
number, We = piU*>R%/S*, where S* is the surface tension of
the liquid. ‘

The Rayleigh-Plesset equation (3) neglects the local pressure
perturbations experienced by the individual bubble due to the
growth or collapse of its neighbor. d’Agostino and Brennen
(1989), Nigmatulin (1991) and Sangani (1991) have shown that,
for a mixture with randomly distributing bubbles, the correction
factors for local pressure perturbations are of order of the void
fraction, «, or higher. While a second-order correction could be
incorporated without much difficulty, the void fractions considered
in the present work are only few percent so that these higher order
effects are neglected.

The boundary condition on the surface of the cloud, r = A(z),
is obtained as follows. The spherically symmetric incompressible
liquid flow outside the cloud, r = A(f), must have a solution of the
form:

C(1)

ulr, ) =355 rzA) 4)
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24C(1)  C?
o= Cnt 4 550 - S0

rz A(t) (O

where C(#) is an integration constant to be determined and Cp..(7)
is the imposed pressure perturbation coefficient at infinity which
will be described later. By substituting the values of « and r at the
boundary of the cloud in (4), C(¢) can be determined as

C(t) = A*(Du(A(), 1) (6)

Substituting (6) and » = A(¢) into (5), we obtain the time-
dependent boundary condition at the surface of the cloud:

2 diA? A(1),
CHAWD, 1) = Cra() + 37y T OLAL: D)

—u*A@), ) (D)
At the center of cloud, the symmetry of the problem requires
u(0,1) =0 8)

In the context of cavitating flows it is appropriate to assume that,
at time ¢+ = 0, the whole flow field is in equilibrium. It is also
assumed, for simplicity, that all the bubbles have the same initial
size. Therefore, the following initial conditions should be applied:

0=1, e o=0
R(r, 0)=1, Z-(r,0)=0,

u(r,0) =0, Cp(r,0)=0 &)

The mathematical model of Egs. (1), (2), and (3) is complete
and, after applying appropriate initial and boundary conditions,
can, in theory, be solved to find the unknowns C,(r, 1), u(r, t),
and R(r, t) for any bubbly cavitating flow with spherical symme-
try. However, the nonlinearities in the Rayleigh-Plesset equation
and in the Lagrangian derivative, D/Dt, present considerable com-
putational impediments.

In (7), Cplt) = (pX(t) — p¥)I3piU** and p(r) is the
far-field pressure perturbation experienced by the cloud in a cav-
itating flow. For the purposes of the present calculations, a simple
sinusoidal form is chosen for C,.(f) since previous investigations
have shown that the results are not very sensitive to the precise
functional form of Cp.(f):

£ Con[1 — cos (2mt/15)];
0 <0 1> 1

O0<t<ig 10
and (10)

CPw(t) = {

where Cpyy is the minimum pressure coefficient imposed on the
cloud and ¢4 is the nondimensional duration of the pressure per-
turbation. Consequently, for a cloud flowing with velocity U* past
a body of size D*, the order of magnitude of ¢, will be D*/R’, and
Cpvie Will be the minimum pressure coefficient of the flow.

3 Numerical Method

The natural framework for the present problem is a Lagrangian
coordinate system based on the mixture velocity, in which all the
nonlinear convective terms in the mixture conservation equations,
(1), (2), and Rayleigh-Plesset equation, (3), are eliminated. A
Lagrangian integral method based on the integral representation of
the continuity and momentum equations in the Lagrangian coor-
dinates, (o, t), has been developed, in which r, is the radial
distance from the center of the cloud at initial time ¢ = 0. The
values of other quantities at 1 = 0 are also denoted by a subscript
0. Therefore, the density of a mixture material element, p(r,, 1), is
related to its initial density, p,(r,), by

p(r()» t) _ 1
polre) 7 an
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where J is the Jacobian of the coordinate transformation from
Lagrangian to Eulerian coordinates: », —> r(ry, t), and has the
following expression in the spherically symmetric configuration:

r: 9r

ridrg

(12)

This also represents the ratio of the current material volume to its
initial volume.
The position of a mixture particle can be obtained by integrating

(11).
113

3 [n
r(ro, t) = {m”’ 52[3 + 47TT]R3(§, t)]df (13)
0

where £ is a dummy integration variable and we approximate p(r,,
Nlpo(re) = [1 ~ a(ry, HY/[1 — ayry)] since the liquid density
is very much larger than the vapor density. Note that the boundary
condition r(r,, t) = 0 at the center of the cloud has been used to
eliminate an integration constant. The mixture velocity can be
obtained by differentiating (13):

a"(ro, t)
u(ro, t) = 5

127 "dR(E 1) )
= (G + d7n)ri(rg, 0) f Y R*(§, n&%dE (14)
0

The mixture momentum equation, (2), and the boundary condition
at the surface of the cloud, (7), have the following forms in the
Lagrangian coordinate framework:

dCp(ro, 1) _ 6 du(rg, t) dr(ro, ) 15
ary 3+ 4mmRry, t) 9t arg (15)
2 d_,
Cp(Aog, 1) = Cpa(1) + A @ [r*(Aq, Du(Aq, 1]
— u*(Aq, 1) (16)

After substituting (13) and (14) in the right-hand side of (15) and
integrating from r, to A, using the boundary condition (16), an
integral equation for mixture pressure coefficient, Cy(ry, 1), is
found:

Cplre, t) = £2d¢

3+ 47 ri& 1)

ro

6 f “ g(€, 1, Cp) = 2r(§, Nu(€, 1)

2g(A0! t)

A D u*(Ag, 1) + Coult) (17)

where

12 £ 2
gl& 1, Cp) = ﬁ%j {W [R'7*¢&, 1) — 1]

4 3R, 1) © _ 1
“Re ar T REDRTHE ) =11+ 5 R 1)

OR(¢, D)\ ?
[ (R60)’ - c,00] b aw

Here the Rayleigh-Plesset equation, (3), has been used to eliminate
the bubble wall acceleration, 92R(r,, t)/81%.

These equations form the basis of the present method for solving
for these flows. More explicitly, a complete integration time step
proceeds as follows:

Journal of Fluids Engineering

1. Ateach Lagrangian node, ry, R(ry, t + Af) and 8R(rg, ¢ +
At)/9t are calculated using an explicit time marching
scheme (an Euler scheme) based on the known solution at
the pzrevious time step, R(rg, t), OR(rq, £)/3t and 8°R(r,,
t)/at”.

2. With R(ry, t + Ar) and R(ry, t + Ar)/9t, Eqgs. (13) and
(14) can be integrated to obtain r(r,, ¢ + Af) and u(r,, t +
Ar).

3. With the results of steps 1 and 2, we can iterate upon
equation (17) to find Cp(ry, ¢+ + At). Then the Rayleigh-
Plesset equation (3) can be used to find d°R(ry, t +
At)/91*. Under-relaxation was necessary to make this iter-
ative process converge. This and other numerical difficul-
ties are discussed in Wang (1996).

4. Proceed to next time step.

The interval of each time step is automatically adjusted during
the computation to ensure that the maximum fractional change of
bubble radius in the cloud between any two consecutive times does
not exceed some specific value (typically, 5%). This is essential for
time marching through a violent bubble collapse. The number of
Lagrangian nodes is 100 in all the computational results presented
here. Nodal numbers of 200 and 400 were used to check the grid
independence of the results.

4 Results and Discussion

The following typical flow variables were chosen to illustrate
the calculated results. A cloud of nuclei, composed of air bubbles
of initial radius R% = 100 wm in water at 20°C (p% = 1000
kg/m®, §* = 0.0728 N/m) flows with velocity U* = 10 m/s
through a region of low pressure characterized by Eq. (10). The
computation is performed for different combinations of the fol-
lowing parameters: the minimum pressure coefficient, Cpyn, Of
—0.7 and —0.75; a nondimensional duration of the pressure per-
turbation, ¢4, ranging from 50 to 1000; an initial void fraction, a,,
ranging from 0.02% to 5%; a cavitation number, o, ranging from
0.4 to 0.65; a nondimensional cloud radius, A,, of 32, 100, and
312. These ranges of values of A, and ¢ correspond to the ratio of
the length-scale of the pressure perturbation to the initial radius of
the cloud, D/A,, of 0.5 to 31.25, values which cover the range of
experimental observations. The value of bubble radius, R, and the
range of values of void fraction result in the bubble population, n*,
ranging approximately from 50 to 12600 1/cm’. Although bubble
population is strongly dependent on facility, the above range is
reasonable compared to the observation in realistic cavitating
flows (see, for example, Maeda et al., 1991). The Reynolds num-
ber, based on the reference flow velocity, initial bubble radius, the
liquid density, and the effective viscosity, is 28.6 in all the cases
presented. Recall that an effective liquid viscosity, u% = 0.035
Ns/m?, is used in place of actual liquid viscosity to incorporate the
various bubble damping mechanisms (Chapman and Plesset 1971).

4.1 Cloud Interaction Parameter. One of the complexities
of multiphase flows is the existence of different characteristic time
or length scales and the interactions between them. In cloud
cavitation one of the most important factors is the effect of the
bubble dynamics on the global flow fields. The parameter control-
ling this effectis B = ay(1 — ao)AYRE, which will be termed the
“cloud interaction parameter.” Here, « is the initial void fraction
of the cloud, A, is the initial cloud radius and R, is the initial
bubble radius. In the present study, we will show that the nonlinear
cloud dynamics were strongly dependent on this parameter. Earlier
linear and weakly nonlinear studies of cloud dynamics (d’ Agostino
and Brennen, 1983, 1989; Kumar and Brennen, 1991, 1993)
showed that the cloud natural frequency is strongly dependent on
this parameter. If B is small, the natural frequency of the cloud is
close to that of the individual bubbles in the cloud. In other words,
the bubbles in the cloud tend to behave as individual units in an
infinite fluid and the bubble/bubble interaction effects are minor.
Then the dynamic effects of the cloud are approximately the sum
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Fig.2 The time history of the dimensionless bubble size at six different
Lagrangian positions in the cloud for o = 0.4, Cown = —0.7, ap = 5%,
Ap = 100, and a ratio of the low pressure perturbation length-scale to
initial cloud radius, D/A; = 10 (corresponds to tz = 1000). The cloud
interaction parameter, B, is 475 in this case.

of the effects of the individual bubbles in the cloud. On the other
hand the bubble interaction effects in the cloud are dominant when
the value of B is greater than order one. Then the collective
oscillation of bubbles in the cloud results in a cloud natural
frequency which is lower than the natural frequency of individual
bubbles.

In the expression of B8, A, is the macroscopic length-scale in the
flow, R, characterizes the microscale, and ay(l — ap) =~ a,
represents the concentration of the dispersed phase. It is useful to
mention one physical interpretation of . The sonic speed in a
bubbly mixture of void fraction e, without viscosity and surface
tension effects is approximately (see, for example, Brennen, 1995)

kp* 12
ﬁzk_gg_ﬂ
ao(l — ag)pl

where p* is the mixture pressure and k is the polytropic index of
the gas inside the bubble. The natural frequency of bubbles in the
mixture is approximately

EY 172
wf = ( 3=r<k p*z)
pPLRG

where R’ is the bubble radius. But the characteristic global di-
mension of the flow is the radius of the cloud, A%, and, conse-
quently, there are two dynamic time-scales in the flow: the time-
scale of bubble dynamics, T% = 1/w%, and the time-scale of wave
propagation through the cloud, T% = 1/w% = A%/c*. The ratio of
these two characteristic times is

§~Pm—%Mﬂm
TS R¥?

(19)

(20

=B @1
Therefore, B determines the ratio of the two characteristic times in
the flow. If B is small, the bubbles are little affected by the global
perturbations in the flow and the global interactions are weak. On
the other hand, if B8 is much larger than order one, the bubble
dynamics can effectively influence the large scale perturbations
and contribute to the global dynamics of the cloud.

4.2 Nonlinear Growth and Collapse of the Cloud With
Various Cloud Interaction Parameters, 3. For the case of a
large value of B, Fig. 2 (8 = 475) presents typical time histories
of bubble radius for six different Lagrangian locations, ry, within
the cloud, from the surface, r, = A,, to the center, ro = 0. It is
clear that the bubble growth rate decreases greatly with increasing
distance from the cloud surface. This is due to bubble/bubble
interaction in the cloud. The bubbles in the interior are shielded by
the surface shell of bubbles and grow to a smaller maximum size.
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Fig. 3 Bubble size, fluid velocity, and pressure distributions in the
Inward propagating shock wave at a sample moment in time, t = 1412.68.
Parameters as in Fig. 2.

This shielding effect is typical of the bubble interaction phenom-
enon appearing in the earlier investigations of cloud dynamics
(see, for example, d’Agostino and Brennen, 1983, 1989; Omta,
1987, Smereka and Banerjee, 1988; Chahine and Duraiswami,
1992).

After the recovery of the ambient pressure, bubbles near the
surface (at r, = 0.94, in the present case) of the cloud start to
collapse first and the collapse propagates inward. Meanwhile,
bubbles on the surface of the cloud keep growing due to their large
growth rate and collapse later. If the duration of the pressure
perturbation, ¢4, is sufficiently short (say, t; = 500), the collapse
is forced to start from the surface of the cloud (see Wang and
Brennen, 1995). Note that the shielding effect causes the bubbles
in the interior region to continue to grow even after the surface-
layer bubbles have collapsed.

As a result of the inward propagating collapse, a bubbly shock
wave develops. To illustrate a typical transient structure of this
shock wave, Fig. 3 shows spatial distribution of bubble radius,
fluid velocity, and fluid pressure coefficient at one moment in time.
The shock wave has progressed inward to a Eulerian position, r ~
76. The wave front of the shock can be easily identified by the
bubble collapse front. Unlike gas dynamic shock waves, the bub-
bly shock has an oscillatory structure behind the shock front which
involves a series of rebounds and secondary collapses. This struc-
ture is very similar to that of the gas/liquid shocks investigated by
Noordzij and van Wijngaarden (1974) (see also Brennen, 1995,
Section 6.9). The locations with small bubble size represent re-
gions of low void fraction and higher pressure due to the local
bubble collapse. It is clear that the collapse of bubbles induces
inward flow acceleration which creates a local pressure gradient
and promotes more violent collapse of the neighboring bubbles. As
the shock front passes bubbles and causes them to collapse, a very
large pressure pulse can be produced, as shown in Fig. 3. The
dimensional magnitude of the peak is about 46 atm in this case.
Oscillations in the pressure resulting from secondary collapses do
occur but are dwarfed by the primary pressure pulse and are not
therefore seen in Fig. 3.

The shock wave strengthens considerably as it propagates into
the cloud primarily because of the focusing effect of the spherical
configuration. The strengthening of the shock can be seen in Fig.
2; the closer the bubbles are to the cloud center, the smaller the size
to which they collapse. Very complicated bubble-bubble interac-
tions are observed when the focusing shock reaches the center of
the cloud (at ¢ = 1430 in the case shown). Very high pressures are
generated which cause a rebound of the cloud. Then a spreading
expansion wave causes all bubbles to grow and starts another cycle
of cloud oscillation.

In the case of small 8, the cloud exhibits very different dynam-
ics, as shown in Fig. 4 (8 =~ 2). The bubbles in the cloud now have
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Fig.4 The time history of the dimensionless bubble size at five different
positions in the cloud for ap = 0.02% and YA, = 10 (corresponds to tg
= 1000). Other parameters as in Fig. 2. The cloud interaction parameter,
B~2

weaker interactions and, therefore, grow to a larger size. However,
the inner bubbles still have a smaller growth rate than that of the
outer bubbles. As a result, the inner bubbles grow to a size which
is an order of magnitude smaller than that of the surface bubbles.
But, more importantly, the inner bubbles collapse first. The col-
lapse then spreads outward and results in an outward propagating
shock, as shown in Fig. 5. Obviously, no geometric focusing
occurs and the pressure and noise generated by the collapse are
much smaller than when 8 > 1.

When f has an intermediate order of magnitude, as illustrated in
Fig. 6, the collapse starts at mid-radius (0.6A, in the case of Fig.
6) and spreads inward and outward from this location. The outward
moving collapse tends to cancel the inward acceleration of the flow
caused by the collapse of the bubbles on the cloud surface. The
inward moving collapse has a structure similar to the shock wave
described in Fig. 3. However, the shock-enhancing effect is weaker
than in the case of large B due to the reduced “effective collapse
size” of the cloud.

We note that Mgrch, Hanson and Kedrinskii (Mgrch, 1980,
1981, 1982; Hanson et al., 1981) first suggested that the collapse
of a cloud of bubbles involves an inwardly propagating shock
wave. Results of the present analysis confirm the formation of the
shock waves which, however, can propagate in either direction,
depending on the value of 8 in the cloud.

4.3 Far-Field Noise Generated by the Cloud. In this sec-
tion, we examine the far-field noise generated by typical cloud
dynamics. If V*(#*) denotes the time-varying volume of the cloud,
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Fig. 5 Bubble size and pressure distributions in the outward propagat-

ing shock wave at a sample moment in time, ¢ = 1337.03. Parameters as
in Fig. 4.
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Fig.6 The time history of the dimensionless bubble size at five different
positions in the cloud for ap = 0.1% and D/A, = 10 (corresponds to tg =
1000). Other parameters as in Fig. 2. The cloud interaction parameter,
B =~ 10.

then the far-field acoustic pressure produced by the volumetric
acceleration of the cloud is given by (Dowling and Ffowcs-
Williams, 1983; Blake, 1986)

£ gryn(px
pi() = e L,
dmr*  dr*

(22)

where p* is the dimensional radiated acoustic pressure and r* is
the distance from the cloud center to the point of measurement. We
have neglected the acoustic contributions from individual bubbles
since they are minor in the far field. For present purposes a
normalized far-field acoustic pressure is defined as

__pur*
pa(t) = m
2R d?A(t) dA(1)\?
= ‘b'g |:A2(t) 7 + 2A(t)(7—) :| (23)

where the normalizing length-scale was chosen to be D*, the
typical length of the pressure perturbation experienced by the
cloud. In practice, D* will be comparable to the size of the body,
for example, the chord of a propeller blade. A typical example of
the time history of the cloud radius and the far-field acoustic
pressure is given in Fig. 7. Here, the ratio of the pressure pertur-
bation length-scale to initial size of the cloud, D/A,, is chosen as
2 (which corresponds 10 the duration of the pressure perturbation,
te = 200), small enough to cause the collapse to start from the
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Fig. 7 The time history of the dimensionless cloud radius and the

resulting far-fleld noise for ay = 0.8% and D/A, = 2 (corresponds to tg =
200). Other parameters as in Fig. 2.
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Fig. 8 The nondimensional power spectral density of the far-field noise
in Fig. 7 as a function of dimensionless frequency. The lowest cloud
natural frequency is about 0.015. The natural frequency of single bubbles
in the cloud is 0.158.

cloud surface and, therefore, to result in coherent oscillation of the
cloud. It is interesting that, unlike single bubbles, the cloud only
collapses to a size marginally smaller than its equilibrium size.
However, the void fraction within the cloud undergoes large
changes. This is consistent with the recent experimental observa-
tions of unsteady cloud collapse by Reisman et al. (1998).

As illustrated in Section 4.2, an inward propagating shock wave
develops during the collapse process. When the enhanced shock
wave reaches to the center of the cloud, large impulsive noise is
generated, as shown in Fig. 7. The first collapse is followed by
successive rebounds and collapses which also produce radiated
pulses. The magnitudes of the subsequent pulses decay with time
due to the attenuation from bubble damping mechanisms. After
several cycles, the cloud begins to oscillate at its natural frequency.

Figure 8 presents the power spectral density of the far-field
noise in Fig. 7 as a function of dimensionless frequency, f, which
is nondimensionalized by the time scale, R¥/U*. This spectrum
exhibits an average f~* decay over the frequency range used. This
behavior is typical of the cavitation noise associated with cavitat-
ing bodies or hydrofoils (see, for example, Blake et al., 1977,
Arakeri and Shangumanathan, 1985; Ceccio and Brennen, 1991;
Reisman et al., 1998). Other computational cases exhibited an
average /" behavior with » in the range of 0.5 to 2.

The first and highest peak in Fig. 8 corresponds to the first
natural frequency of the cloud, f = 0.015 (or 1.5 kHz in dimen-
sional terms), in the present case. Higher harmonics of the first
cloud natural frequency are also present in the spectrum and reflect
the high degree of nonlinearity in the cloud dynamics. Another
significant feature of the spectrum is that most of the energy is in
the lower frequency range and is due to the coherent dynamics of
the cloud. Note that in their cavitation experiments both Marboe et
al. (1986) and Arakeri and Shangumanathan (1985) observed a
tendency for the noise spectrum to shift towards lower frequencies
at higher bubble densities. Bubble interactions were speculated to
be the cause and this conjecture is strengthened by the present
results.

To determine the magnitude of noise, the far-field acoustic
impulse, I, is defined as the area under the largest pulse of the

pressure signal or
4]
I=1 p.d,
1

where ¢, and ¢, are times before and after the pulse at which the
acoustic pressure, p,, is zero, Figure 9 presents the acoustic
impulse as a function of the cloud interaction parameter, B, for
flows with different cavitation numbers, o, and different ratios of
the pressure perturbation length-scale to initial cloud size, D/A,. In
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1000

all cases, the impulse increases with increasing 8. Moreover, for
larger D/A,, there is a larger difference in different cavitation
numbers. This is because the recovery of the ambient pressure of
the cloud is slower and, therefore, the bubbles have more time to
cavitate. Under these circumstances the degree of cavitation in the
cloud and the resulting acoustic impulse increases with decreasing
cavitation number. On the other hand, if D/A, is small, the cloud
will not have cavitated much before the recovery of the ambient
pressure. Therefore, the influence of the cavitation number is
smaller.

To investigate the relationship of the acoustic impulse to various
parameters of the flow, calculations using a wide variety of pa-
rameter choices (45 permutations) were performed. It was found
that the acoustic impulse is linearly correlated with the maximum
total volume of the bubbles in the cloud normalized by the pressure
perturbation length-scale, Vax/(0.5D)° as shown in Fig. 10.
Moreover, as illustrated in Fig. 11, this total volume decreases with
increasing cavitation number and with increase in initial void
fraction, It also varies with D/A,.
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Fig. 10 The impulse of the normalized far-field noise as a function of the
normalized maximum total volume of bubbles in the cloud at different
values of DfAq (31.25 = solid A, 15.626 = +, 10 = O, § = solid [J, 3.125 =
x, 1 = A, 05 = @). Three different cavitation numbers, ¢, of 0.45, 0.55,
and 0.65, and three different initial vold fractions, a;, of 0.03%, 0.3%, and
3% are used. Other parameters are Ceyn = —0.75 and three different
initial cloud radil, Ay/R,, of 31, 100, and 312.
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dash-dot lines, 10 = dashed lines) and three initial void fractions, a, (3%
= 0, 0.3% = [0, 0.03% = A). Other parameters as in Fig. 4.

4.4 Shock Speed. Figure 12 shows the inward propagation
speed of the spherical bubbly shock wave (normalized by U*) as
a function of the location of the shock front for three different
initial void fractions, a,, of 0.03%, 0.3%, and 3%. In each case, the
speed of the shock when it is initially formed at the outer radii in
the cloud is of the order of 10 m/s, a little larger than the local
sonic speed. The local sonic speed can be estimated using Eq. (19)
in which the fluid pressure and the void fraction upstream of the
shock should be employed. For example, the sonic speed upstream
of the shock in Fig, 3 is approximately 8 m/s (assuming p§ = 1
atm). The shock speed increases considerably as the strengthening
shock propagates into the cloud. The increase in the speed is very
pronounced over the last 20% of the collapse so that the shock
speed near the center of the cloud is an order of magnitude larger
than that in the outer region. The speed is O(1 0% m/s) for the larger
void fractions used here and can reach O(10* m/s) for the smallest
void fraction (a, = 0.03%). If these shock pulses passed over a
pressure transducer in a cavitating flow, the typical durations of the
output signals would range from 107 s to 107 s.
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Fig. 12 The speed of the inward propagating bubbly shock wave as a
function of shock front position in the cloud for three different initiat void
fractions. Other parameters are Cayy = —0.75, o = 0.46, D/A, = 5, and
A¢/Ry = 100.
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4.5 Comparison With Experimental Observations, Ear-
lier measurements of the noise produced by cloud cavitation are
characterized by pressure pulses of very short duration and large
magnitude (see, for example, Bark and Berlekom, 1978; Shen and
Peterson, 1978; Bark, 1985; Reisman and Brennen, 1996). How-
ever, the basic mechanism for the production of these pulses was
not clear. The present theory suggests that the formation and
concentration of the bubbly shock waves could be responsible.
Recently, experimental investigations of the large unsteady and
impulsive pressures which are experienced on the suction surface
of an oscillating hydrofoil as a result of cloud cavitation were
conducted (Brennen et al., 1996; Reisman et al.,, 1998). The
experiments used piezo-electric transducers to measure the un-
steady pressures at four locations along the chord of the foil and at
two locations along the walls of the tunnel test section. The
transducers on the foil surface registered very large positive pres-
sure pulses with amplitudes of O (10 bar) with durations of
0(107* sec). These orders of magnitudes are in the same range as
the present calculations. Moreover, it was found that the pressure
pulses moved with speeds of O(10-100 m/sec) in agreement with
the range predicted by the present theory.

5 Concluding Remarks

The nonlinear growth and collapse of a spherical cloud of
cavitation bubbles has been computed using fully nonlinear con-
tinuum mixture equations coupled with the Rayleigh-Plesset equa-
tion for the dynamics of the bubbles. This system is solved
numerically using a Lagrangian integral method. It is shown that a
bubbly shock wave develops as part of the nonlinear collapse of
the bubble cloud. The dynamics and acoustic consequences of the
shock wave are strongly dependent on the cloud interaction pa-
rameter, B8 = ao(1 — ay)AJ/RE, where, a, is the initial void
fraction of the cloud, A, is the initial cloud radius and R, is the
initial bubble radius. For a cloud with large B, the shock wave
forms near the surface of the cloud and propagates inward. The
strength and the speed of the shock increase considerably due to
the geometric focusing. Very high pressure pulses are produced
when the shock wave passes the bubbles in the cloud and causes
them to collapse. Moreover, the enhanced shock produces very
high pressures at the center of the cloud and then causes the
rebound of the cloud. The volumetric acceleration of the cloud
induces a large pulse in the far-field noise.

When 3 is small, shock enhancement does not occur. Rather
bubble collapse first occurs in the center of the cloud and results in
an outward propagating shock wave. At intermediate 3 the col-
lapse starts at mid-radius and propagates inward and outward
simultaneously. These shock wave dynamics, however, also de-
pend on the duration of the pressure perturbation imposed on the
cloud. If the cloud experiences a short period of depressurization,
bubble collapse will start at the cloud surface.

Understanding such bubbly flow and shock wave processes is
important because these flow structures propagate the noise and
produce the impulsive loads on nearby solid surfaces in a cavitat-
ing flow. The results of this research suggest that large value of
promotes the formation and focusing of a bubbly shock wave
which is one of the major mechanisms for the enhanced noise and
damage potential associated with cloud cavitation. Parenthetically,
this requires either the initial void fraction or the ratio of cloud size
to bubble size be sufficiently large and this, in turn, is qualitatively
in accord with the observation that cavitation must be quite exten-
sive for the cloud phenomenon to be manifest. Furthermore, this
implies that bubble/bubble interaction effects play a crucial role in
cloud cavitation noise and damage.

The theoretical results shed some light on previous experimental
observations of cloud cavitation (Bark and Berlekom, 1978; Shen
and Peterson, 1978; Bark, 1985; Franc and Michel, 1988; Kubota
et al., 1989; Reisman and Brennen, 1996; Reisman et al., 1998).
Experimental measurements of the noise produced by cloud cav-
itation all exhibit pressure pulses of very short duration and large

DECEMBER 1999, Vol. 121 / 879

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



amplitude. These pulses have magnitudes on the order of tens of
atmospheres with typical durations of the order of tens of milli-
seconds (see, for example, Reisman et al., 1998). Moreover, these
pulses appear to propagate through the bubbly cloud with speeds
ranging from O(10) m/s to O(100) m/s (Brennen et al., 1996;
Reisman et al., 1998). These magnitudes are consistent with the
present calculations.

It also appears that an understanding of the collapse shock
dynamics and acoustics has important consequences and implica-
tions for the scaling of cloud cavitation noise and damage. For
example, the 3 values could be very different for the model and the
prototype; frequently, o, and R, will be similar but A, will be quite
different. This could cause severe cloud cavitation in the prototype
which might not show up in the model if the model values of 8
were small.

Finally we should note that, of course, most clouds are not
spherical. Nevertheless the collapse of all or part of non-spherical
clouds will produce points at which shock waves focus to produce
large local and radiated pulses. Sturtevant and Kulkarny (1976)
present a useful review of the various gasdynamic shock wave
focusing phenomena including the effects of inhomogeneous me-
dia. However, it is not currently clear what three-dimensional
forms the propagating bubbly shock waves might take in the
highly non-uniform bubbly environments which occur in real
cavitating flows.
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Effects of Nuclei Size
Distribution on the Dynamics of
a Spherical Cloud of Cavitation
Bubbles

The nonlinear dynamics of a spherical bubble cloud with nuclei size distribution are
studied numerically. The spectrum of nuclei is assumed uniform initially. The simulations
employ a nonlinear continuum bubbly mixture model with consideration of the presence
of bubbles of different sizes. This model is then coupled with the Rayleigh-Plesset equation
for the dynamics of bubbles. A numerical method based on the integral representation of
the mixture continuity and momentum equations in the Lagrangian coordinates is devel-
oped to solve this set of integro-differential equations. Computational results show that
the nuclei size distribution has significant effects on the cloud dynamics in comparison to
the results for a single bubble size. One important effect is that the bubble collapse is
always initiated near the surface of the cloud, even if the cloud has a very small initial
void fraction. This effect has an important consequence, namely that the geometric
Sfocusing of the bubbly shock wave is always a part of the nonlinear dynamics associated
with the collapse of a spherical cloud with nuclei size distribution. The strength of the
shock and the oscillation structure behind the shock front are suppressed due to the effects
of multiple bubble sizes.

Far-field acoustic pressures radiated by two bubble clouds, one of equal-size bubbles
and the other with bubble size distribution, are also compared. It is found that the cloud
containing bubbles of different sizes emits a larger noise than the cloud of identical
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bubbles. Explanations for this effect are also presented.

Introduction

The dynamics of cloud cavitation have attracted much attention
during the last few decades. Numerous experimental observations
have demonstrated the intensive noise and erosion produced by
collapse of clouds of cavitation bubbles (see, for example, Bark
and Berlekom, 1978; Shen and Peterson, 1978, 1980; Bark, 1985;
Soyama et al., 1992; Le et al., 1993; Reisman et al., 1994).
However, there is no clear explanation for the enhancement of
these deleterious effects. Recently Wang, Brennen, and Reisman
(see, Wang and Brennen, 1995, 1999; Reisman et al., 1998) have
conducted numerical and experimental investigations for the dy-
namics and acoustics of cloud cavitation. They suggested that the
formation and focusing of bubbly shock waves, which are formed
during the collapse of a cloud, are responsible for the severe noise
and damage potential associated with this form of cavitating flows.
The present work is an extension of the previous work of Wang
and Brennen (1995, 1999) on the nonlinear dynamics of a spherical
cloud of cavitation bubbles. The main objective is to study the
effects of nuclei size distribution on the spherical cloud dynamics,
especially on the formation and the structure of the bubbly shock
waves associated with the cloud collapse.

Any bubbly mixture contains bubbles of different sizes. It is
well acknowledged that the size distribution of the upstream mi-
crobubbles can significantly affect the flows of cavitation of var-
ious types (see, for example, Keller, 1972; Ceccio and Brennen,
1991, Tanger et al., 1992; Gindroz et al., 1992). Commander and
Prosperetti (1989) and Hawkins and Bedford (1992) derived con-
tinuum mixture models for the pressure wave propagation in
bubbly liquids including the effects of multiple bubble sizes.
Gavrilyuk and Fil’ko (1991) and Gavrilyuk (1993) proved math-
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ematically the existence and uniqueness theorems of traveling
pressure waves in a bubbly liquid with a discrete and a continuous
bubble size distribution. Kameda and Matsumoto (1996) found
that the spatial distribution of bubbles greatly affects the structure
of shock waves in a bubbly liquid. All of these investigations
suggest that the existence of a bubble size spectrum can signifi-
cantly influence the wave propagation in bubbly liquids, both in
the linear (at frequencies close to the resonance frequencies of the
individual bubbles) and in the nonlinear regimes.

In the content of bubbly clouds, recent interest in the effects of
bubble dynamics on cavitating flows and in the sources of low
frequency ambient noise in the ocean have led to extensive study
of the acoustic behavior of bubble clouds and a few references will
be sufficient in this respect (d’ Agostino and Brennen, 1988, 1989;
Prosperetti, 1988; Yoon et al., 1991; Prosperetti et al., 1993). The
number density distribution of bubbles is shown to be a minor
effect in the emission and scattering of sound from bubble clouds
at frequencies much lower than the resonance frequency of bub-
bles (Prosperetti et al., 1993). This, however, may be very impor-
tant as the clouds behave nonlinearly. Kumar and Brennen (1991,
1992, 1993) employed a weakly nonlinear model to study the
interactive effects of nuclei of different sizes in a bubbly layer. A
nonlinear phenomenon called harmonic cascading was identified
as a result of the harmonic interactions between the bubbles of
different sizes. It is clear that a bubble cloud can behave in a highly
nonlinear manner in a massive cavitating flow. The purpose of the
present research is to understand the fully nonlinear effects of
bubble size distribution by studying an amenable model problem.

Basic Equations

The problem addressed here is the same as in Wang and Bren-
nen (1995, 1999) except for the presence of a bubble size distri-
bution in the cloud. As shown in Fig. [, consider a spherical bubble
cloud surrounded by an unbounded pure liquid. The liquid phase is
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Fig. 1 Schematic of a spherical cloud of bubbles

assumed incompressible and has no relative motion with respect to
the vapor phase. Both were found by d’Agostino and Brennen
(1989) to have minor effects on the dynamics of the cloud. The
radius of the cloud is represented by A(¢t), a function of time ¢, The
radius of bubbles with initial equilibrium size, R,, is represented
by R(r, t; R,), where r is the radial coordinate. The bubble is
assumed to contain vapor and residual permanent gas and to be
spherical. Coalescence and break-up of bubbles are not considered.

The initial bubble size distribution within the cloud is repre-
sented by a nuclei number density distribution function, y(R,),
which is assumed uniform for simplicity. The number of bubbles
per unit liquid volume with initial size between R, and Ry, + dR,

is x(Ro)dR, and the gas void fraction is then given by

Romax
7(r, 5 Ry)x(Ro)dR,

Romiv

a(r, t) = )

Romax
1+ j ’T(r, t, Ro)X(RQ)dR()

Romin

where Ry and Rgyax are minimum and maximum initial bubble
radii present in the cloud and v(r, #; R,) is the volume of the
individual bubbles with initial radius of R,. In the present work, it
is assumed that the cloud contains a finite number of sizes of
bubbles and therefore the integration over the size spectrum can be
replaced by a summation. Several researchers have measured the
distribution functions of free-stream nuclei in different water tun-
nels (see, for example, Peterson et al., 1975; Gates and Bacon,
1978; Katz, 1978; Gates and Acosta, 1978) and in the ocean
(O’Hern et al., 1985). The sizes of nuclei have a typical range from
10 pm to 200 um with a distribution approximately fit by

x(Ry) = NIR} @)

The bubble population in a cavitating cloud measured by Maeda et
al. (1991) can also be described by (2). The value of N relates to
the degree of air content and can be obtained by matching the
prescribed value of the initial void fraction, oy, by substituting (2)
into (1)

_ 3ay
47(1 — o) In (Ropax/Romin)

N ©)

The variables in all the following figures and equations are
nondimensionalized using the minimum initial bubble radius,
R¥%yn, a reference flow velocity, U*, and the dynamic pressure,
$ptU*?, where p? is the liquid density. All quantities with super-
script * represent dimensional values; without this superscript the
quantities are nondimensional. Thus, the nondimensional bubble
radius is R = R*/R%u (and Ry = 1), the nondimensional radial
coordinate is r = r*/R%u, the nondimensional time is ¢ =
¥ U*/R“(;M]N, and so on.

The problem to be solved is as follows. The cloud and the whole
domain of liquid are initially in equilibrium, Starting at ¢t = 0, a
pressure perturbation, Cp.(f), is imposed on the pure liquid at
infinity and the response of the cloud to this pressure perturbation
is sought. Following the same approach described in a separate
study (Wang and Brennen, 1999) the mixture continuity equation
can be used to obtain the integral expressions of the Eulerian
position of a fluid particle, », and of the mixture velocity, u, in a
Lagrangian framework:

Nomenclature
A = dimensionless radius of bubble Ry = minimum initial bubble radius ro = dimensionless Lagrangian radial
cloud R¥uax = maximum initial bubble radius coordinate measured from the cen-
A, = dimensionless initial cloud ra- R% = initial bubble radius for the case ter of cloud and equal to r at the
dius of single bubble size undisturbed reference condition
C, = mixture pressure coefficient, Re = Reynolds number ¢t = dimensionless time
(p* — p5) ipiU¥? §* = surface tension of the liquid t¢ = dimensionless duration of the pres-
Cpryin = minimum pressure coefficient at U* = reference velocity sure perturbation
infinity We = Weber number 1 = dimensionless mixture velocity
Cp. = pressure coefficient at infinity k = polytropic index for the gas in- a = void fraction
from the cloud, (p% — p%)/ side the bubbles o, = initial void fraction
IptUs? p. = dimensionless far-field acoustic x = nuclei number density distribution
D* = length scale of the pressure per- pressure function
turbation p* = mixture pressure w% = effective dynamic viscosity of the
N = proportional constant in the ex- p% = vapor pressure liquid
pression of nuclei number den- P% = mixture pressure at undisturbed p*% = liquid density
sity distribution function reference condition o = cavitation number, (p§ — p*%)/
R = dimensionless bubble radius, p* = pressure at infinity from the $ptU*?
R*/R % cloud 7 = volume of individual bubble
R, = dimensionless initial bubble ra- r = dimensionless Eulerian radial At = time step
dius coordinate measured from the

Rouax = dimensionless maximum initial
bubble radius
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Romax
+ 47 f R*(&, 1; Ry)x(Ro)dR, 4)
|

— ro Romax
u(re, t) = MJ‘ £de J R*(&, t; Ry)
0 1

rz(r()a t)

R(&, 1; Ry)X(Ro)dR,  (5)

where a dot denotes the partial time derivative, (r,, f) is the
Lagrangian coordinates, r, is the radial distance from the center of
the cloud at initial time ¢t = 0, and £ is a dummy variable. The
mixture momentum equation is then integrated with respect to 7,
to produce an integral equation of the pressure coefficient, Cp =
(p* — p§) §pEU*?, where p* is the mixture pressure and p? is
the initial equilibrium pressure:

Mog(E, 1, Cp) — 2r(€, (&, 1)
r*(¢, 1)

Cp(rg, 1) =2(1 — &) f

ro
2g(AO’ L CP)

X EdE+ =0

— u*(Ag, 1) + Cpu(2) (6)

where

3 Romax
g(& 1 Cp) = —27(1 — ap) J §2d§J {RCP(C, 1)
0 1

(R ¥ o8rR
+ oR —\ R +i~é—RR

4 R() k-1
o1 (B) [Jxwoars o

in which R = R({, 1; Ry), o = (p% — p¥)/iptU*? is the
cavitation number, p* is the partial pressure of vapor inside the
bubble. Note that the Reynolds number, Re = pfU*REn/ %, is
a function of initial equilibrium bubble radius since the effective
viscosity, w%, which incorporates the various bubble-damping
mechanisms, namely acoustic, thermal, and viscous damping, can
be quite different for different R, (Chapman and Plesset, 1971).
The Weber number is given by We = piU*’R%/S* where S*
is the surface tension. The polytropic index of the noncondensable
gas inside the bubbles is denoted by k.

In deriving (6), the Rayleigh-Plesset equation (Knapp et al.,
1970; Plesset and Prosperetti, 1977) for the individual bubbles

RK+3 2 R

4R 2 R, *! Lo o @

TRerRTWer|' T \R® T 0=0®

and the boundary condition on the surface of the cloud (see Wang
and Brennen, 1995, 1999)

2 d
ColAy, 1) = Cpalt) + = 5 (Ao, DulAo, 1)]

~u*Ao, ) )

have been employed. Equation (8) assumes the bubble interior to
be uniform and neglects the mass of liquid vaporized or condensed
in view of the fact of large density difference between the phases.
The partial pressure of noncondensable gas (it is assumed the mass
of gas is constant) does not appear explicitly in (8) because the
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initial equilibrium condition has been used to eliminate this quan-
tity. Heat transfer between the bubbles and the surrounding liquid
is also neglected. Therefore, the value of £ is to be taken as the
ratio of specific heats of the gas. It has been clarified by many
investigators (see, for example, Nigmatulin, 1991; Watanabe and
Prosperetti, 1994; Kameda and Matsumoto, 1996) that the thermal
effects may be very important in the shock dynamics. However, if
the shock strength is strong, Watanabe and Prosperetti (1994, §4.3)
showed that the bubble content is nearly adiabatic and it is appro-
priate to use a simplified model like the Rayleigh-Plesset equation.
The validity of this simplification in the present study is to be
demonstrated below. Finally, at the center of the cloud, geometric
symmetry requires

u(0,¢) =0 10

In the context of cavitating flows it is appropriate to assume that,
at time ¢ < 0, the whole flow field is in equilibrium. Therefore, the
following initial conditions should be applied:

r(ry, 0) = ro, ulrg, 0) =0,
R(ry, 05 Ry) = Ry,

CP(rO’ 0) = Oa

R(rg, 05 Ry) =0 Iy

In (9), Cra(t) = (pE@) — pEMipiU*? and pk(t) is the
far-field pressure perturbation experienced by the cloud. For the
purposes of the present calculations, a simple sinusoidal form is
chosen for Cp.(¢) since previous investigations have shown that
the results are not very sensitive to the precise functional form of
Cra(t):

3 Coun 1 — cos (2mt/16)];
0; <0 and t>tg

0<r<tg

Cpu(t) = { (12)

where Cpyy is the minimum pressure coefficient imposed on the
cloud and ¢ is the nondimensional duration of the pressure per-
turbation and therefore controls the residence time of bubble
growth. Consequently, for a cloud flowing with velocity U* past a
body of size D*, the order of magnitude of s will be D*/R ¥,
and Cpyy Will be the minimum pressure coefficient of the flow.

Numerical Method

The numerical method applied in the present work is based on
the integral equations, (4), (§), and (6), and a complete time step of
integration proceeds as follows:

1. At each Lagrangian node, r,, and for each initial bubble
size, Ry € [1, Rowaxl, R(rg, t + Ar; Ry) and R(r, t + At
R,) are calculated using Taylor’s series expansion based on
the known solution at the previous time step, R(ry, #; R;),
R(ro, t; Ro) and R("O, t; RQ).

2. With R(rq, t + At; Ry) and R(ro, t + At; R,), Egs. (4) and
(5) can be integrated to obtain r(r,, ¢ + At) and u(ry, t +
An).

3. With the results of steps 1 and 2, we can iterate upon
equation (6) to find Cp(ry, t+ + Af). Then the Rayleigh-
Plesset equations (8) for each R, can be used to find R(r,,
t + At; R,). Under-relaxation was necessary to make this
iterative process converge. This and other numerical diffi-
culties are discussed in Wang (1996).

4. Proceed to next time step.

The interval of each time step is automatically adjusted during
the computation to ensure that the maximum fractional change of
bubble radius in the cloud between any two consecutive times does
not exceed some specific value (typically, 5%). This is essential for
time marching through a violent bubble collapse. The number of
Lagrangian nodes is 100 in all the following computational results.
Nodal numbers of 200 and 400 were used to check the grid
independence of the results. The number of bubbles sizes present
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Fig.2 The typical time history of the radius of bubbles of different initial
sizes in a cloud: (8) Ro = Romax, (B) Ro = 1.76Ramn, (€) Ro = 1.5Romm, (d)
R = 1.25Romn, and (e) Ry = Romn. Four different Lagrangian positions
are shown in each figures; r, = A, (solid line), r, = 0.84, (dotted line),
ro = 0.5A, (dash-dot-dot tine), and r, = 0 (dashed line). Parameters are
o= 0.4, ap = 3%, H;MIN = 100 pm, R;MAX = 200 pm, CPMIN = —'0.7, and ta
= 1000.

in the nuclei spectrum is 21 in all cases. This number was found
not critical on the important features of the cloud dynamics.

Results and Discussion

In order to compare the present results with those of single
bubble size (see Wang and Brennen, 1999), the following typical
flow variables were chosen: a bubble cloud of radius of 1 ¢m,
composed of air bubbles (k = 1.4) of initial radii between 50 and
200 pm in water at 20°C (p% = 1000 kg/m®, $* = 0.0728 N/m)
flows with velocity U* = 10 m/s through a region of low pressure
characterized by Eq. (12) with Cpyy = —0.7 and different values
of ¢, ranging from 400 to 2000. The cavitation number, o, is set
as 0.4 in all cases and an initial void fraction, «,, ranging from
0.02%, to 3% is assigned. Values of the effective liquid viscosity,
w’%, for bubbles with different equilibrium sizes were obtained
using the data taken from Chapman and Plesset (1971) to incor-
porate the various bubble damping mechanisms. As a result, the
Reynolds number defined previously ranges between 16.2 and
39.6. Finally, it should be noticed in the following figures that
some of the nondimensional quantities are normalized by a factor,
Rsun/R%s, in order to present a consistent scale with the results
from the case of equal bubble size, in which R%; is the initial
bubble radius.

Figure 2 presents typical time histories of bubble radius for four
different Lagrangian locations, ry, from the cloud surface, r, =
A,, to the center, v, = 0. Five initial sizes of bubbles were chosen
for illustration. It is clear that the growth rate of the bubbles is not
only a function of the location within the cloud but also a function
of their initial size. The bubbles in the interior region are shielded

884 / Vol. 121, DECEMBER 1999

by the outer bubbles and have a smaller growth rate. The shielding
effect also appeared in the case of single bubble size and is typical
of the bubble interaction phenomenon in cloud dynamics (see
d’Agostino and Brennen, 1989; Wang and Brennen, 1999). For
bubbles with larger initial sizes, as shown in Fig. 2(a) and 2(b), the
inner bubbles can still gain a sufficient growth rate and continue to
grow after the bubbles on the surface have collapsed. However, for
small R,, the bubbles, except those on the surface of the cloud,
react passively and even do not really cavitate. This result suggests
that, as far as cavitation is concerned, nuclei of larger sizes play a
critical role. This is not unexpected indeed in view of the fact that
the susceptibility of bubbles to a tensile stress is a function of their
equilibrium size.

As in the case of single bubble size, a bubbly shock wave
develops as part of the collapse of the cloud. A typical structure of
this shock wave is included in Fig. 3(b) together with the results
for single bubble size (Fig. 3(a)). The distribution of void fraction
clearly shows that the oscillation structures behind the shock front
(at rR¥yn/R%s ~ 80) is diminished due to the effects of bubble
size distribution. The thickness of the shock (=40 in terms of the
normalized radial coordinate) becomes much larger in Fig. 3(b)
than in 3(a). Also the shock strength is mitigated as illustrated by
the distribution of pressure coefficient. The strength of the shock,
which can be defined as the pressure ratio across the shock, is
found as 1.7 in Fig. 3(b), larger than the ratio of specific heats, and,
therefore, is strong (see Watanabe and Prosperetti, 1994). The
shock strengthens considerably as it propagates inward primarily
because of geometric focusing.

Another major effect of bubble size distribution can be seen in
Fig. 4. Figures 4(b) and 4(c) present the time history of the
normalized radius of the bubbles of maximum initial size at
different Lagrangian positions for clouds with different ranges of
initial bubble radius. The results of the single bubble size are also
shown in Fig. 4(a) for comparison. Each case uses the same values
of the initial void fraction and the imposed pressure perturbation.
It is obvious that the asymptotic growth rate of bubbles is much
larger for the case of multiple bubble sizes than that of single size.
Therefore the interior bubbles in Fig. 4(b) and 4(c) can grow to a
larger size than those in Fig. 4(a) and the bubble collapse always
starts from the surface of the cloud. This phenomenon has impor-
tant consequences in the cloud dynamics, as illustrated in Fig. 5.
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Flg. 3 A comparison of the structure of bubbly shock wave in clouds
with and without bubble size distribution: (a) single bubbie size, Ajs =
100 pm, and (b) Atwn = 50 um and Rgyax = 100 um. Both clouds
experience the same pressure perturbation (Coyny = —0.7 and tgz =
1000 in (&) and 2000 In (b) due to the difference of Ass and Rgyin). Other
parameters as In Fig. 2.
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Figure 5(a) is taken from Wang and Brennen (1999) for a cloud of
single bubble size and Fig. 5(b) is obtained from present compu-
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Fig. 6 A comparison of the time history of the cloud radius and the
resulting far-field acoustic pressure between (a) single bubble size, Rjs =
100 pm, and (b) Aomy = 50 pm and Riyax = 200 um. Both clouds have the
same pressure perturbation (Camy = —0.7 and tg = 200 in (a) and 400 in
(b)) and the initial vold fraction, ap = 0.8%. The cavitation number, o =
0.4.

tation for the same problem except for the presence of bubble size
distribution in the cloud. As shown in Fig. 5(b), increase of the
bubble growth rate inside the cloud causes the collapse to start near
the cloud surface (0.94,) instead of at the center of the cloud (Fig.
5(a)). Collapse beginning in the center was found by Wang and
Brennen (1999) to occur only for a cloud with a small value of the
cloud interaction parameter, ao(1 — a,) A3/Rj. (= 2 in Fig. 5(a)).
Results from the present analysis suggest that the effects of bubble
size distribution could change the collapse of the cloud from an
outward propagating mode to an inward mode. In other words, the
geometric focusing of the bubbly shock wave is a genuine part of
the nonlinear dynamics associated with the collapse of a spherical
cloud with bubble size distribution.

A typical time history of the far-field acoustic pressure, p,,
produced by the volumetric acceleration of the clouds is shown in
Fig. 6. The corresponding time history of the cloud radius, A(1), is
also presented. Figure 6(a) is taken from Wang and Brennen
(1999) and an exact definition of p, can be found therein. It is clear
that the volumetric motion of the cloud and the resultant far-field
noise are magnified due to the existence of bubble size distribution.
The cloud in Fig. 6(b) can reach a larger maximum size and has a
series of rebounds after each collapse which are larger than in Fig.
6(a). Increase of the bubble growth rate described above is respon-
sible for this magnification effect.

Concluding Remarks

The effects of bubble size distribution on the nonlinear growth
and collapse of a spherical cloud of cavitation bubbles have been
computed using a fully nonlinear continuum bubbly mixture model
coupled with the Rayleigh-Plesset equation for the dynamics of the
bubbles. The comparison with the case of single bubble size shows
that the size distribution can significantly affect the cloud dynam-
ics, including the increase of bubble growth rate inside the c